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Infrared extension of the supercontinuum generated by femtosecond terawatt laser pulses propagating in the atmosphere
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We investigated the spectral behavior of a white-light continuum generated in air by 2-TW femtosecond laser pulses at 800 nm. The spectrum extends at least from 300 nm to 4.5 µm. From 1 to 1.6 µm the continuum’s intensity increases strongly with the laser energy and depends on the initial chirp. © 2000 Optical Society of America

OCIS codes: 190.1900, 190.7110, 280.3640, 300.6340.

The propagation of high-peak-power laser pulses in transparent matter gives rise to strong nonlinear effects such as four-wave mixing,1 stimulated Raman processes,2 self-focusing,3 and self-phase modulation (SPM),4–6 which lead to strong modifications of the pulse characteristics. Self-focusing occurs because of the radial intensity variation in the laser beam, whereas SPM is due to the temporal variation of the laser intensity. Although both effects may be observed in conventional laser pulse propagation experiments, they dominate the behavior of ultrashort terawatt laser pulses. One of the most spectacular features observed is the formation of white-light filaments in air, so-called self-guided channels.7,8 Self-focusing produces a large increase in rise of intensity in the filaments and permits multiphoton ionization of air and thus the formation of a low-density plasma, as demonstrated by electrical conductivity measurements.9,10 Therefore self-focusing is balanced by diffraction as well as by refraction from the plasma, and thus the focused laser intensity is limited. The propagation is dynamically guided over distances much longer than the Rayleigh length, as much as several tens of meters,8,11 with a diameter reported to be ~100 µm.7

The spectral content of the white-light supercontinuum generated by high-power lasers has been a subject of interest since 1970.1,12,13 However, because of limited peak power, experiments then were restricted to condensed media. Recently improvements in ultrashort lasers have permitted the results to be extended to gases. The spectral content of the supercontinuum generated by a 2-TW laser propagating in atmospheric-pressure rare gases has been measured in the visible and the UV, from 150 to 900 nm.14 Until now, however, to our knowledge no experiment in the IR part of the supercontinuum generated in atmospheric-pressure gases has been performed.

In this Letter we report the measurement of the spectrum of the white-light continuum, particularly in the IR, up to 4.5 µm. The influence of the laser’s initial power and chirp is also investigated. Besides the fundamental interest, that in measuring the IR part of the supercontinuum is stimulated by the potential application of the laser-induced continuum to lidar remote-sensing measurements.15,16 The laser-induced continuum, as opposed to the traditional lidar technique,17 allows simultaneous multispectral measurements to be made. This is especially interesting in the 3–3.5-µm IR band, where high-energy tunable laser pulses are difficult to produce and where a number of pollutant gases, in particular, volatile organic compounds have strong overlapping absorption bands.

In our experiments we used two state-of-the-art Ti:sapphire chirped-pulse amplification laser systems that had the following parameters. For system A (located at the École National Supérieure de Techniques Avancées): 60-mJ energy; 35-fs minimal pulse duration after the compressor (corresponding to 86-fs minimal pulse duration after the focusing lens); and beam diameter, 25 mm FWHM. The duration of the
laser pulse was elongated by use of the grating compressor, thus producing chirped pulses. For system B (located at the Institut für Optikt und Quantenelektronik): 200-mJ energy; 100-fs minimal pulse duration after the compressor; and beam diameter, 35 mm FWHM. The energy was varied continuously. Both systems provided a peak power of ~2 TW at 800 nm (i.e., ~10^{16} W/cm^2 if it was focused into a single filament), but, because the pulse durations were different, the intensity rise and fall times of the two systems were different.

We used several detection systems to cover the wavelength domain under investigation. For the visible spectral region an optical multichannel analyzer (Chromex 500 IS; f/8; spectral range, 400–1000 nm; grating, 150 lines/mm; resolution, 1.28 cm^{-1}; cooled; Si-ICCD-576, Princeton Instruments; 576 × 394 pixels) was used. In the IR, a prism spectrometer (Zeiss; 400 nm–2.7 μm; resolution, <5 nm) and a Perkin-Elmer double-pass prism spectrometer (focal length, 27 cm; LiF prism; transmission, up to 10 μm) were equipped with a germanium detector and a liquid-nitrogen-cooled InSb detector (1.5–5.6 μm, Hamamatsu). Additionally, IR interference filters (Corion) suppressed the fundamental wavelength of the laser beam.

In the experiment, the output of the laser was slightly focused with thin fused-silica lenses with 8- and 10-m focal lengths. We verified experimentally that, because of the lenses’ large diameter (25 mm FWHM) and small thickness (3 mm), no continuum was generated in the lenses. Generation of the continuum occurred in the focal region, with the broadband continuum propagating farther with nearly the same divergence as the laser beam itself (see below). Power measurements before and after the focus showed that the continuum generation process caused no significant energy loss in the focus.

The spectral measurements took place at a total distance of ~30 m from the lens and hence after ~20 m of filament propagation. At this position the laser beam had a diameter of 20–25 cm. The angular pattern of white-light generation is beyond the scope of this Letter and is currently under investigation. However, the white light is emitted mainly in the forward direction. Therefore all the spectral measurements were made in the forward direction, with an aluminum-coated mirror reflecting a small portion of the light to the entrance slit of the spectrometer used. The detection setup and the detectors were identical for both laser systems.

Figure 1 shows the spectral distribution of the white-light continuum generated in air by laser system A for a pulse duration of 115 fs after the focusing lens without chirp at the end of the compressor and for an 86-fs pulse duration. The spectrum was assembled from four single spectra (300–900 and 700–1800 nm and 1.5–2.7 and 1.5–4.5 μm) taken with four distinct detection systems with overlapping sensibility domains. The continuum band is very broad, extending at least to 4.5 μm.

In the IR, a region in which we know of no previous experiments in air, an almost exponential decay over 4 orders of magnitude up to 2.5 μm is observed. From 2.5 to 4.5 μm a slower decay is recorded, of 1 order of magnitude only. Above 4.5 μm, the spectral intensity was too low permit us to discriminate detector noise. Water absorption bands superimposed over a flat continuum spectrum are observed at 1.8 and 2.5 μm, suggesting that the use of a white-light continuum as a light source for spectroscopic remote sensing of the atmosphere can be extended to the IR.

The dependence of the signal on the incident laser pulse energy was investigated with laser system B. As shown in the inset of Fig. 1, an initial factor-of-2 variation in intensity leads not to a variation in spectral shape in the 1–1.6-μm region to only an overall decrease in efficiency by almost a factor of 1. Note that the conversion efficiency with laser system B, which provides shorter pulses, is 1 order of magnitude lower than with system A (Fig. 1), although both systems provide the same peak power of 2 TW.

The signal’s dependence on the chirp (and thus the pulse duration) was investigated with laser system A. Figure 2 shows the continuum conversion efficiency at two wavelengths (1.7 and 3 μm, with 5-nm resolution) as a function of laser chirp. The optimal chirp setting depends on the emission wavelength to be optimized. Moreover, as shown in Fig. 1, the overall conversion efficiency in the near IR changes significantly when the chirp setting is changed.

SPM is generally believed to be the dominant process involved in continuum emission. A simple calculation, with parameters that are typical of our experiments, and with a constant Gaussian beam, showed that SPM alone is in semiquantitative agreement with our experiments: (i) the calculated...
4.5 band pulses with a smooth spectrum up to at least are concerned, a white-light continuum provides broad-effects on conversion efficiency. As far as applications power of the excitation laser pulses have critical ef-

results show that the shape and the rate of rise in laser pulses up to 4.5 \( \mu \text{m} \) is beyond the scope of this Letter. Understand-

ing the influence of chirp will require more-detailed calculations.

For atmospheric applications the initial pulse chirp is also critical for the behavior of laser propagation. In particular, because of group-velocity dispersion in air, a negatively chirped pulse will recombine as an ultra-

short pulse at a given distance away from the laser,\textsuperscript{16,21} giving rise to localized white-light generation. The white-light pulse will also undergo group-velocity dis-

persion. However, because of tiny changes in the re-

fractive index of air, the pulse broadening will be only 12 ps/km, as calculated with the Rank formula for a pulse ranging from 300 nm to 4.5 \( \mu \text{m} \).

In conclusion, we have measured the wavelength de-

pendence of the white-light continuum emitted from filaments generated in air by high-power femtosecond laser pulses up to 4.5 \( \mu \text{m} \) and down to 300 nm. The results show that the shape and the rate of rise in power of the excitation laser pulses have critical effects on conversion efficiency. As far as applications are concerned, a white-light continuum provides broad-band pulses with a smooth spectrum up to at least 4.5 \( \mu \text{m} \). It could therefore be used as an \textit{in situ}–produced white lamp, permitting multispectral lidar measurements of atmospheric constituents to be expanded from the visible region\textsuperscript{15,16} to the IR.

The authors acknowledge the help of the laser teams at the institutions at Palaiseau and Jena; of A. Reichmann, who provided the prism spectrometer; and of T. Topfer, who provided valuable calibrations, tools, and some detectors. This study was done in the framework of the Teramobile project, a joint French–German project funded by the Centre National de la Recherche Scientifique and the Deutsche Forschungsgemeinschaft. R. Sauerbrey’s e-mail address is sauerbrey@qe.physik.uni-jena.de.
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Abstract. The critical intensity inside plasma filaments generated in air by high-power, ultra-short laser pulses is estimated analytically and compared to recent experimental data. The result, $I_{\text{crit}} \approx 4 \times 10^{13}$ W/cm$^2$, is highly relevant for atmospheric applications.

PACS: 42.50.H; 42.68; 42.65.R

When propagating in air, high-power femtosecond laser pulses produce self-guided high-intensity plasma filaments, [1–4] the diameter of which could be as small as 100 µm. These filaments are due to a balance between Kerr self-focusing, and defocusing due to the plasma generated inside the filament. Due to the small value of the nonlinear refractive index of air ($n_2 = 3 \times 10^{-19}$ cm$^2$/W), the equilibrium is reached for low plasma densities [5]. A precise description of the filamentation process would need more experimental data relating to parameters such as the intensity inside the filament. Such data would also be useful for atmospheric applications such as lightning control [6] or Lidar [7, 8].

However, due to the very high intensities inside in the filaments (at least $10^{16}$ W/cm$^2$), direct measurements are not possible because any device used for that purpose, whether a detector, a reflector or an attenuator, would be damaged. Therefore, only indirect measurements may be performed.

In this short note, we provide an estimation of the intensity inside a filament generated in air by a femtosecond laser pulse, based on recent experimental data obtained by Talebpour et al. [9]. It is well known [10] that the pulse self-focuses until photoionization sets in. Although the detailed propagation dynamics of the pulse may be quite complicated, its propagation and filamentation is dictated by an equilibrium between the focusing Kerr effect and defocusing multiphoton/tunnel ionization. (In the following, the word ionization will be used alone whenever possible for simplicity.) It may be shown that diffraction may, to the first approximation, be neglected. We also neglect all non-instantaneous contributions to nonlinearity, and we shall average all relevant quantities over the whole pulse. Consequently, we obtain a filament whose size and intensity are determined by the following equation, which is a balance between Kerr self-focusing $\Delta n_{\text{Kerr}}$(neutral) and defocusing $\Delta n$(plasma) contributions to the nonlinear index of refraction [1]:

$$\Delta n_{\text{Kerr}}(\text{neutral}) \approx \Delta n(\text{plasma})$$

(1)

Both changes in the indices of refraction depend on the laser intensity $I$:

$$n_2 \times I \approx N_e(I)/2N_{\text{crit}}$$

(2)

In this expression, $n_2$ is the Kerr nonlinear index of refraction of the propagation medium, $N_{\text{crit}} = \varepsilon_0 \times m \times \omega^2/e^2$ is the critical plasma density, with $m$ being the mass of electron, $\omega$ the laser angular frequency, and $e$ the elementary charge. $N_{\text{crit}} = 1.7 \times 10^{21}$ cm$^{-3}$ for a titanium–sapphire laser with a central wavelength of 800 nm. The electron density $N_e$ is given by ionization:

$$dN_e(z, t)/dt = R(I) \times N(z)$$

(3)

where $N(z)$ is the density of neutrals as a function of the propagation distance $z$, and $R(I)$ is the ionization rate. The results of Talebpour et al. [9] exhibit an effective power law dependence of ionization as a function of intensity. This leads us to write $R$ as:

$$R(I) = R_T \times (I/I_T)^{\alpha}$$

(4)

where $R_T$ and $I_T$ are a pair of experimental values used as a reference point. They can be estimated for nitrogen and oxygen from the ionization data shown in Fig. 1, adapted from [9]. We chose $I_{T,N_2} = I_{T,O_2} = I_T = 10^{13}$ W/cm$^2$. The corresponding ionization rates are $R_{T,N_2} = 2.5 \times 10^4$ s$^{-1}$ and $R_{T,O_2} = 2.8 \times 10^6$ s$^{-1}$, respectively. A linear fit of the curves gives the slopes $\alpha_{N_2} \approx 7.5$ for nitrogen and $\alpha_{O_2} \approx 6.5$ for oxygen for intensities $I < 10^{14}$ W/cm$^2$. These values are lower than those expected from the number of photons needed for multiphoton ionization, which are 11 and 8 respectively for nitrogen and oxygen at a wavelength of 800 nm, which is
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an indication of the occurrence of tunnel ionization [11]. We should point out that the ionization rates of oxygen are not much higher than those of nitrogen, even though the ionization potential of oxygen (12.1 eV) is lower than that of nitrogen (15.6 eV) [9]. This is explained by Muth-Böhm et al. [12] as being due to the nature of electron orbitals in the two molecules. In oxygen, with an anti-bonding orbital, electron waves ionized from the two nuclear sites interfere destructively, leading to a significant reduction (suppression) of the ionization probability. In nitrogen, with a bonding orbital, electron waves ionized from the two nuclear sites interfere constructively. Consequently, the probability of ionization is high. As such, in our estimation, we have to keep the contributions to ionization from both O2 and N2, and cannot totally neglect the contribution of N2.

As long as the pulse duration remains shorter than the typical collision time in air, which is about 1 ps in standard conditions, only tunnel/multiphoton ionization occurs, and collisional ionization may be neglected. The treatment of O2 and N2 can therefore be decoupled. Equation (3) thus becomes:

\[
\begin{align*}
\frac{dN_e(z, t)}{dt} & = \frac{dN_{e, N_2}(z, t)}{dt} + \frac{dN_{e, O_2}(z, t)}{dt} \\
\frac{dN_{N_2}(z, t)}{dt} & = N_{N_2}(z) \times R_{T,N_2} \times \left( \frac{I}{I_T} \right)^\alpha_{N_2} \\
& + N_{O_2}(z) \times R_{T,O_2} \times \left( \frac{I}{I_T} \right)^\alpha_{O_2}
\end{align*}
\]

Here, \(N_{N_2}(z) = 0.78 \times N_{air}(z)\) and \(N_{O_2}(z) = 0.21 \times N_{air}(z)\) are the number densities of N2 and O2 molecules in air, respectively. At atmospheric pressure, this corresponds to \(N_{N_2}(z) = 2 \times 10^{19} \text{ cm}^{-3}\) and \(N_{O_2}(z) = 5 \times 10^{18} \text{ cm}^{-3}\), respectively. The relative contribution of both terms, i.e. \(dN_{e, N_2}(z, t)/dN_e(z, t)\) and \(dN_{e, O_2}(z, t)/dN_e(z, t)\) as a function of the incident laser intensity using (5) is shown in Fig. 2. Both terms have the same order of magnitude in the intensity range of interest, and their relative contribution cross each other around \(10^{14} \text{ W/cm}^2\). This means that in the general case the contributions of both O2 and N2 have to be taken into account. The electron density is therefore estimated from (5):

\[
N_e = \left[ R_{N_2}(I) \times N_{N_2}(z) + R_{O_2}(I) \times N_{O_2}(z) \right] \times \tau_1
\]

where \(\tau_1\) is a characteristic ionization time which is on the order of the laser pulse duration. If we neglect the

\[
R_{N_2}(I) \times N_{N_2}(z) + R_{O_2}(I) \times N_{O_2}(z)
\]

This equation cannot be solved analytically. For our parameters, with \(\tau_1 = 100 \text{ fs}\), a numerical solution taking into account both N2 and O2 gives \(I_{\text{crit}} = 4 \times 10^{13} \text{ W/cm}^2\). At this intensity, Fig. 2 shows that oxygen accounts for more than 80% of the overall plasma. This value is in good agreement with the value of \(I = 4.5 \times 10^{13} \text{ W/cm}^2\) estimated by Lange et al. [13] from the higher harmonics pattern.

Alternatively, we can estimate the intensity in the filament by the following observation. The electron density measured by several groups [5, 14–17] has a wide range of values, ranging from \(10^{12} \text{ cm}^{-3}\) [14] to \(3 \times 10^{16} \text{ cm}^{-3}\) [15]. However, these discrepancies can be explained by the different experimental conditions. In the case of Schillerger et al. [14], the density was averaged over a section with a diameter of 11 mm, containing 10 – 20 filaments. Taking into account the fact that the plasma is only to be found in the filament, the equivalent plasma density inside the filaments is in the order of \(5 \times 10^{14} \text{ cm}^{-3}\). The results of Tzortzakis et al. [15] could have been overestimated because they have measured relatively near the focal point of their focusing lens. Therefore, a reasonable range for the free electron density produced by high power ultra-short laser pulses in air is about \(10^{14} – 10^{15} \text{ cm}^{-3}\), corresponding to probabilities of ionization of the order of \(10^{-5} – 10^{-4}\). We can reasonably assume that the focal volume is approximately constant in the filament, and that saturation of the ionization in Figs. 1 and 2 of [9] corresponds to a full ionization of the gases. Therefore an ionization probability of \(10^{-5} – 10^{-4}\) corresponds to an intensity of the order of \(4 – 6 \times 10^{13} \text{ W/cm}^2\) for oxygen as well as for nitrogen. This is in good agreement with the critical intensity calculated above. Due to the high \(\alpha\) value for both N2 and O2,
even considerable differences in the measured plasma density will not affect the inferred critical intensity substantially.

In conclusion, we have estimated the critical laser intensity in the filaments of intense Ti:Sapphire laser pulses propagating in the atmosphere by two independent methods. Both methods agree with each other and give an intensity in the order of $4 \times 10^{13}$ W/cm$^2$. This result is highly relevant for the study of the propagation of high-power femtosecond laser pulses in air, from a fundamental point of view as well for atmospheric applications such as laser lightning and Lidar.
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High-intensity ultrashort laser pulses propagating in air have been observed to self-collimate into long filaments over a distance that substantially exceeds the Rayleigh length.\textsuperscript{1} Such light filaments provide long interaction paths, leading to an ultrabroadband continuum from the UV to the IR.\textsuperscript{2–4} In the forward direction, this supercontinuum exhibits conical emission with a spectacular pattern of concentric colored rings.\textsuperscript{5–7} The self-channeling model interprets filamentation as the result of a balance between self-focusing owing to the Kerr effect and the combined effects of natural diffraction and refraction from a low-density plasma.\textsuperscript{5,6} Use of the moving focus model to explain filamentation as well as conical emission in the femtosecond regime has also been proposed.\textsuperscript{6,7} More recently, use of the spatial replenishment model\textsuperscript{8} to describe the filamentation that results from dynamic guiding has been suggested. Longitudinal effects on a pulse wave packet, such as pulse self-shortening\textsuperscript{9,10} and pulse splitting,\textsuperscript{11} have been reported. Notice that numeric simulations have been carried out.\textsuperscript{12}

Recently, supercontinuum emission and propagation of terawatt laser pulses were observed over several kilometers in air by use of a lidar arrangement.\textsuperscript{13,14} For the new applications in atmospheric remote sensing, key issues are the origin and the underlying physical processes of white light detected at large distances. The question is whether this white light is due to \textit{in situ} backward emission from remotely located filaments or to subsequent Rayleigh–Mie backscattering of white light generated in the forward direction by filaments at shorter distances.

In this Letter we show, for the first time to our knowledge, that the supercontinuum emission from a filament is enhanced in the backward direction compared with linear backscattering. This enhancement is interpreted as being due to a backscattering process in laser-induced longitudinal refractive-index changes caused by Kerr and plasma effects.

The experimental setup that we used to measure the angular dependence of the supercontinuum emitted by a filament in air was based on a chirped-pulse amplification femtosecond laser system providing 6 mJ of energy in 120 fs at 810 nm. The 12 mm-diameter output beam was slightly focused by a spherical mirror of 10-m radius of curvature. The beam propagated in free space over 80 m after the region investigated (1.5 m downstream from the geometrical focus). The direction of propagation of the incident beam was considered the forward-scattering direction and defined as $\theta = 0^\circ$ (see Fig. 1). The supercontinuum emitted by the filament was collected by a 6-mm-diameter liquid optical fiber with a restricted field of view of 0.86° by a nontransparent guiding tube. The overlap between the field of view of the detection system and the filament (and hence of the signal) is proportional to $1/\sin(\theta)$. We mounted the fiber onto a stepper-motor-driven goniometer to measure the angular dependence from $\theta = 5^\circ$ to $\theta = 176.5^\circ$. In most of the experiments the fiber transmitted the collected light to a photomultiplier tube (PMT) through a blue-green color filter, which rejected the fundamental and transmitted the 350–600-nm region. The atmosphere in the region investigated was controlled with a hood that was able to generate a dust-free laminar air flow.

The experimental setup that we used to quantify the contribution of elastic Rayleigh–Mie scattering to the measured signal was identical, except for the input laser beam. Inasmuch as the linear processes had to be investigated in the same blue–green spectral region as the detected part of the supercontinuum, the output beam of the laser was frequency doubled in a KDP crystal. The second harmonic at 405 nm was separated from the fundamental by a dichroic mirror ($\sim 200 \mu J$ after the dichroic mirror), which provided a low-intensity and linearly propagating blue beam. The divergence of this beam was 0.065° (half-angle).

The results obtained for linear Rayleigh–Mie scattering are shown in Fig. 1. The raw data are divided by the geometric overlap function $1/\sin(\theta)$. The use of the laminar flow provided dust-free air, giving access to pure Rayleigh scattering. The experimental data
parameter15 (here and b at 90 linear and the nonlinear signals to the same intensity. Therefore we arbitrarily normalized the than the absolute intensities, of linear and nonlinear compare the shapes of the angular patterns, rather
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atmospheres. In view of nonlinear lidar applic-

Fig. 1. Experimental setup and angular distributions of linear scattering from a low-energy blue beam. Filled circles, dusty air; open triangles, clean air. The clean-air data are fitted with a Rayleigh distribution (solid curves).

(open triangles) reproduce well the expected Rayleigh scattering angular pattern for both s-plane (displayed from 0° to 180°) and p-plane (from 180° to 360°) polarizations. The filled circles in Fig. 1 display the results for an atmosphere containing aerosol particles (laminar flow off). The angular distributions are thus representative of the combination of Rayleigh and Mie scattering.

The angular distributions of the supercontinuum emitted by a filament were then measured and compared with the linear data. With pulses of 50-GW peak power at 810 nm, a single filament started slightly before the geometrical focal point with conical emission, which had a divergence of 0.12° (half-angle) for its outer ring, in agreement with former observations.5–7 The angular distributions obtained are shown in Fig. 2 for both clean and aerosol-containing atmospheres. In view of nonlinear lidar applications,15,14 for which the ratio (α/β) is the relevant parameter15 (here α is the overall extinction coefficient and β is the backscattering coefficient) we need to compare the shapes of the angular patterns, rather than the absolute intensities, of linear and nonlinear signals. Therefore we arbitrarily normalized the linear and the nonlinear signals to the same intensity at 90° in each polarization plane. A remarkable result is that the supercontinuum emission from the filament is greater (factor of 2) in the near-backward direction (176.5°) than Rayleigh–Mie scattering. The intensity rises steeply in the near-backward direction, which should lead us to extrapolate even stronger enhancements at 180°. These measurements demonstrate that self-generated enhancement of backward emission occurs within the filament. This discovery implies that the supercontinuum detected in the backward direction in a white-light lidar experiment not only is the result of linear Rayleigh–Mie backscatter but is also due to the nonlinear backscattering. The fact that a similar enhancement is observed in clean and in dust-containing air implies that aerosols do not contribute significantly to the nonlinear backscattering enhancement.

Compared with elastic scattering, the additional nonlinear scattering is thus of the same order of magnitude at 176.5°. We interpret this nonlinear backscattering enhancement as a consequence of laser-induced longitudinal refractive-index changes. These changes in the index can occur in a dynamic guided structure8,16 in which the filament diameter, and hence the intensity, undergoes oscillations. The leading edge of a high-peak-power pulse produces long-period gratinglike index changes in the longitudinal direction (as a result of Kerr and plasma effects), which then backscatter white light generated from the trailing part of the pulse. The order of magnitude of the index changes in our experimental conditions is estimated to be 10−5 when the nonlinear refractive index of air is used17 and for the measured plasma density.18–20 A rough estimation from the Fresnel formula, and assuming a step-shaped refractive-index change, yields an upper limit for the self-reflection factor of 10−5. This value is much larger than the Rayleigh backscattering efficiency of 2.5 × 10−7 in our experimental conditions in the blue–green band.
[calculated with a 50-cm-long scattering volume, a 0.1-sr detection solid angle, and a Rayleigh backscattering coefficient $\beta = 4.9 \times 10^{-8}$ cm$^{-1}$ sr$^{-1}$ at 405 nm (Ref. 15)]. This estimated value is also 2 orders of magnitude higher than the experimentally observed value at 176.5$^\circ$. This result should suggest a much larger nonlinear self-reflection coefficient at 180$^\circ$. We remark, however, that the step-shaped index change is an assumption that is not verified in reality. The actual smooth change of index leads to a smaller reflection coefficient than for a step change.

The spectral dependence of the supercontinuum angular distribution was also investigated (in aerosol-rich air) with a bandpass filter from 600 to 650 nm. In Fig. 3 the results obtained are compared with those in the blue–green band. We can notice first that in the red band the forward peak is much narrower than in the blue–green region. This can be explained by the angular dispersion in the conical emission: The radius of color rings decreases with increasing wavelength.\(^5\) In these plots, data were normalized in each polarization plane to yield identical signals in the near-backward direction for both spectral bands. This representation shows that, for the same near-backward signal, scattering about 90$^\circ$ decreases in the red band. This behavior is easily explained as being due to the decrease of the efficiency of both Rayleigh and Mie scattering when the wavelength increases. This observation implies that the importance of nonlinear self-reflection relative to linear Rayleigh–Mie scattering increases for longer wavelengths. This statement has important implications for lidar measurements in the mid and far infrared, where Rayleigh–Mie scattering decreases dramatically. We may expect that nonlinear self-reflection will then greatly dominate elastic backscattering and permit infrared lidar measurements at larger distances.

In conclusion, we have demonstrated that the supercontinuum emitted by a filament is enhanced in the backward direction because of longitudinal refractive-index changes induced by the laser pulse itself. These results have strong implications for lidar applications based on high-intensity femtosecond laser pulses.

The present study was made within the framework of the joint French–German Teramobile project, cofinanced by the Deutsche Forschungsgemeinschaft and the Centre National de la Recherche Scientifique. We acknowledge valuable assistance in a part of this research from Stefan Düsterer and Falk Ronneberger. J. Yu’s e-mail address is jinyu@lasim.univ_lyon1.fr.
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Abstract. We study how the well-known lidar equation is affected by the use of ultra-short, high-power laser pulses. Because of the self-focusing and self-guiding, the overlap function $\xi$, representing the reduction fraction of the signal resulting from geometrical effects inside the experimental system, needs to be reconsidered. The losses due to multi-photon ionisation in the filament entail a heavy weakening of the return signal. We also investigate the contribution of the white-light components generated by self-phase modulation.
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Light detection of ranging (lidar) [1, 2], an optical analogue of radar, is now a classical technique for atmospheric remote sensing, with unique versatility and three-dimensional (3D) mapping abilities. However, retrieving the atmospheric composition from a lidar signal is not straightforward. Gases with narrow absorption lines may be detected by the Differential Absorption Lidar (DIAL) technique. For gases with overlapping absorption bands leading to interference in the measurements, or for aerosols [3], strong assumptions regarding the processes at play are necessary in order to determine absolute concentrations.

Recently, it has been proposed [4] and demonstrated [5, 6] that nonlinear lidar measurements based on high-power femtosecond laser pulses could provide more information than their linear counterparts. A white-light supercontinuum generated by high-power laser pulses propagating in air provides a broadband pulsed light source from the ultraviolet (UV) [7] to the infrared (IR) [8]. The IR wavelengths, which have been measured up to 4.5 $\mu$m, open the way to measurements of pollutants absorbing in this spectral domain such as methane, or with overlapping spectra, such as volatile organic compounds, which could be resolved through multi-spectral lidar measurements [5]. A white light supercontinuum lidar signal was observed up to 13 km [5, 6]. Ultra-short pulses could also give rise to significant size effects in the microcavities formed by spherical, transparent aerosols such as cloud droplets. When the pulse is shorter than the cavity length, it can be localised in the aerosol cavity. This so-called ballistic mode may lead to a strong enhancement of the lidar signal received from the smallest particles [4, 25].

Nonlinear lidar requires high-power, ultra-short (femtosecond) laser pulses which have a very complex behaviour when propagating in air. Basically, they first undergo self-focusing due to the Kerr effect, giving rise to a sharp increase in the intensity. Then, ionisation takes place and induces defocusing. The equilibrium between these two processes leads to a self-guided filament [9–12] with a diameter of about 100 $\mu$m, and which can expand over distances of at least 200 m [13]. Due to the high intensities in the filament, a strong self-phase modulation occurs, which entails a wide spectral broadening, i.e. the supercontinuum generation mentioned above.

On the other hand, losses due to the ionisation in the filament lead to a decrease of the pulse energy. When this intensity has fallen below a critical value [24], the balance between Kerr focusing and plasma defocusing can no longer be maintained and the self-focused filament ends. Then the beam undergoes a so-called conical emission [10, 14, 15] with a typical divergence of 0.1°. The precise mechanism of the filament propagation is not yet clear. At least three models have been proposed: moving focus [11], the self-wave-guiding model [9, 10] and the spatial replenishment model [12]. Analytical [16–18] as well as numerical [19–23] computations simulating the propagation of high-power laser pulses in air are difficult because of the high nonlinearity of the processes at play. This leads to typical computing times of 1 h per calculated metre of propagation, which would correspond to 1 year for a 10-km path. Such values illustrate the need for a more phenomenological description allowing a numerical treatment of the propagation of high-power laser pulses over the several-kilometre ranges involved in lidar experiments, and hence for a computationally efficient nonlinear lidar equation.

The first nonlinear extension to the lidar equation was proposed by Kasparian and Wolf [4]. However, this work focused mainly on the changes to the backscattering term due to transient size effects in aerosols. Propagation effects such as self-focusing were not considered there; hence the extinction term
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was left unchanged, which is physically unrealistic in view of the high power at play. In this Letter, we investigate the modifications to the geometrical and propagation/extinction terms due to nonlinear propagation of high-power laser beams, assuming an idealised shape.

At this stage, it is worth recalling the usual linear lidar equation [1]. The detected power $E$ collected by a detector with surface $A_0$ after the backscattering of a laser beam of initial power $E_L$ and wavelength $\lambda_0$ is given by

$$E(\lambda_0, z) = \frac{A_0}{z^2} \frac{c t_d}{2} \xi(\lambda_0, z) \times \beta(\lambda_0, z) \exp \left( -2 \int_0^z \alpha_c(\lambda_0, z') dz' \right). \quad (1)$$

Here, $z$ denotes the distance from the detector to the atmosphere slice where the light backscatters; $\alpha_c$ and $\beta$ are the extinction and the backscattering coefficients respectively. The overlap function $0 \leq \xi(\lambda_0, z) \leq 1$ includes the various signal losses due to the specific geometrical configuration of the system laser/detector. As for $t_d$ and $c$, they are respectively the length of the pulse and the speed of light in air. The meaning of the different contributions in (1) is rather clear. A part of the laser power $E_L$ is absorbed or scattered according to the Beer–Lambert (exponential) law during the forward travel. Then, a part $\beta A_0/z^2$ of the power available at distance $z$ is re-emitted back to the detector, and exponentially attenuated again (hence the factor 2 in front of $\alpha_c$) before reaching the telescope. The appearance of the factor $c t_d/2$ is related to the fact that the power recovered immediately after the backscattering is proportional to the thickness of the atmospheric slice coming into play.

In the present paper, we shall modify the standard lidar equation (1) in order to describe both geometrical beam-shape influence (Sect. 1) and extinction due to multi-photon ionisation (Sect. 2), which are the two main effects at play in the propagation of high-power laser pulses. From this, we shall deduce an approximate expression for the signal produced by the individual spectral components of the white light (Sect. 3). As for the geometrical effect, our assumptions are as follows: after self-focusing at a distance $z_t$ from the source, the laser beam gives rise to a filament of length $z_{fil}$ that spreads out along the first tens or hundreds of metres and, finally, diverges like a spherical wave (conical emission). As a first approximation, we consider that this filament is a cylinder of diameter $2a \sim 100\mu m$ [9]. On the other hand, following [15], we assume that, after diverging, the beam actually becomes a cone with half top angle $\theta_{\text{CE}} \sim 0.1^\circ$. From the previous hypothesis, we evaluate the factor $\xi$ in the case where it is solely due to the default of overlap with the viewing cone of the detector, neglecting in particular the specific features coming from the design of the telescope. In our notation, $\theta_T$ represents the half opening angle of the telescope field of view, and $\psi$ the possible deviation of its axis from the laser direction. The horizontal separation between both devices is denoted by $D$ (see Fig. 1). In the following, we shall always suppose that $\psi$ is positive or null (i.e. the telescope is either parallel to or inclined towards the laser beam), and that $\theta_{\text{CE}}$, as well as $\theta_T$, are (strictly) positive.

In order to evaluate the overall extinction term, we assume that during the back-travel of light, the intensity of the beam is sufficiently small so that we can neglect the nonlinear effects, and consider that only the forward-beam propagation is submitted to a nonlinear absorption regime resulting from multi-photon ionisation (which entails extra losses). The corresponding term in the local energy balance equation is proportional to a certain power $n > 1$ of intensity $I$, thus depending on the cross-section (and therefore the shape) of the beam. Notice that the pulse attenuation due to other mechanisms such as spectral broadening are neglected here. This is supported notably by spectral measurements of the supercontinuum [8], which exhibit no significant energy loss caused by the continuum-generation process, and show a steep decrease of the spectrum on both sides of the fundamental wavelength.

1 Geometrical effects

We first consider the fact that nonlinearity gives rise to a change in the shape of the laser beam, which leads to a modification in the overlap function $\xi$. It is easy to convince oneself that this represents merely the fraction of the beam cross-section, with radius $R_L(z)$ at a distance $z$, intersecting the viewing cone of the telescope. Provided $\psi$ does not exceed a few degrees, the horizontal section of the viewing cone is nearly circular, with radius $R_T$, and the problem amounts to computing the overlap area $A(R_L, R_T, d)$ of two coplanar disks, with radii $R_L$ and $R_T$, having their centres located at a distance $d$ from each other (as represented in Fig. 2). If $(R_L + R_T) \leq d$, the disks have at most one point in common and $A(R_L, R_T, d)$ reduces to zero. As soon as the circles are secant, $A(R_L, R_T, d)$ is given by

$$A(R_L, R_T, d) = f(R_L, R_T, d)$$

$$\equiv R_L^2 \arccos \left( \frac{a_L}{R_L} \right) - a_L \sqrt{R_L^2 - a_L^2}$$

$$+ R_T^2 \arccos \left( \frac{a_T}{R_T} \right) - a_T \sqrt{R_T^2 - a_T^2}, \quad (2)$$

where the auxiliary length $a_L = (d^2 + R_L^2 - R_T^2)/(2d)$ measures the algebraic distance between the centre of the first
circle (with radius $R_l$) and the string joining the two intersecting points (see Fig. 2); it is actually a function of the three variables $d$, $R_l$ and $R_T$. The definition of $a_T$ is similar with the role of $R_l$ and $R_T$ exchanged, hence $a_T = d - a_l = (d^2 + R_T^2 - R_l^2)/(2d)$. Finally, when one of the disks contains the other one, i.e. $|R_l - R_T| \geq d$, then $A(R_l, R_T, d) = \min(\pi R_l^2, \pi R_T^2)$.

All what we need now for getting $\xi_{NL} \equiv A(R_l, R_T, d)/(\pi R_T^2)$ is to replace $R_l$, $R_T$ and $d$ in the expression of $\xi_{NL}$ by their actual values, in view of the geometrical configuration of our system. Since the angles $\theta_T$, $\theta_{CE}$ and $\psi$ have small values (typically less than a few degrees), it is not worth working beyond the first order in any of these quantities. We shall write:

\[
R_T \approx z \theta_T, \quad d \approx |D - z \psi|.
\]

The expression of $R_T$ as a function of $z$ depends on whether $z \leq z_t$, $z_t \leq z \leq z_{fil}$ or $z_{fil} \leq z$ (three segments). The shortest distances are of little interest in lidar measurements; moreover, in this range, the geometry of the telescope has a strong influence on the overlap function. Hence, we will not consider them in the following, and assume that $\xi_{NL}(z) = 0$ for $z \leq z_t$. Moreover, the radius $a$ of the filament is indeed much smaller than the length $z_0 = z_t + z_{fil}$ and can be taken to be zero. Therefore, $R_l = a \approx 0$ in the filament ($z \leq z_0$). Above it, $R_l \approx (z - z_0)\theta_{CE}$. Now, the function $f$ can be viewed as a function of $z$ only, and more precisely we shall define $\tilde{f}(z) = f((z - z_0)\theta_{CE}, z\theta_T, |D - z \psi|)$.

Like the radius $R_l$, the overlap function has to be derived by segment. In the filament, it is convenient to define two particular distances $z_{fin} = D/(\psi + \theta_T)$ and $z_{fout} = D/(\psi - \theta_T)$, where the filament enters and exits the viewing cone of the telescope (see Fig. 1). Clearly, those distances can have a meaning only if they are below the end of the filament, i.e. provided $z_{fin} \leq z \leq z_{fout} \leq z_0$. Then, in the altitude range corresponding to the filament, we have $\xi_{NL}(z) = 1$ for $z_{fin} \leq z \leq \max(z_{fout}, z_0)$ and $\xi_{NL}(z) = 0$ everywhere else. After the conical emission ($z \geq z_0$), more geometrical combinations can occur, leading to more cases.

To go further in the study of these different cases, we introduce the altitudes of the four intersection points between the conical emission and the viewing cone of the telescope, as shown in Fig. 1: $z_1 = (D + z_{0CE})/(\psi + \theta_T + \theta_{CE})$, $z_2 = (D - z_{0CE})/(\psi + \theta_T - \theta_{CE})$, $z_3 = (D + z_{0CE})/(\psi - \theta_T + \theta_{CE})$ and $z_4 = (D - z_{0CE})/(\psi - \theta_T - \theta_{CE})$. Again, those definitions only make sense when the corresponding points are above $z_0$. Values less than $z_0$ lead to no crossing points. In that case, they can be cast to $+\infty$ for our discussion.

We have to distinguish between three cases.

1. If $z_1 \geq z_0$ (or equivalently if $z_{fin} \geq z_0$) then the field of view of the telescope intersects only with the conical emission; it is always the case for linear lidar, where results can be obtained from the above discussion by choosing $z_0 = 0$.

   (a) under $(z \leq z_1)$ or above $(z \geq z_4 \geq z_0)$ the field of view of the telescope, we have $\xi_{NL}(z) = 0$;

   (b) if $z_0 \leq z_2 \leq z \leq z_3$, the laser beam is included in the field of view of the telescope and $\xi_{NL}(z) = 1$;

   (c) if $z_0 \leq z_2 \leq z \leq z_4$, then the field of view of the telescope is included in the laser beam, so that $\xi_{NL}(z) = [z\theta_T/(((z - z_0)\theta_{CE})]^{2}$;

   (d) everywhere else, i.e. for $z_1 \leq z \leq \min(z_2, z_3)$ or for $\max(z_2, z_3) \leq z \leq z_4$ (remember that $z_4$ is taken to be $+\infty$ if $z_4 \leq z_0$), the two cones cross each other; hence $\xi_{NL}(z) = \tilde{f}(z)$.

2. If $z_{fin} \leq z_0 \leq z_{fout}$ (which implies that $z_1 \leq z_0$), then the field of view of the telescope includes the point $O$ where the beam starts diverging. In this second case:

   (a) under $(z \leq z_1)$ or above $(z \geq z_4 \geq z_0)$ the field of view of the telescope, we have $\xi_{NL}(z) = 0$;

   (b) if $z_{fin} \leq z \leq \min(z_2, z_3)$, the laser beam is included in the field of view of the telescope and $\xi_{NL}(z) = 1$;

   (c) Above $\max(z_2, z_3) \geq z_0$, the field of view of the telescope remains inside the laser beam and $\xi_{NL}(z) = [z\theta_T/((z - z_0)\theta_{CE})]^{2}$;

   (d) if $\min(z_2, z_3) \leq z \leq \min(\max(z_2, z_3), z_4)$, then the overlap function is given by $\xi_{NL}(z) = \tilde{f}(z)$;

In the two latter cases, one has again to keep in mind the convention that any $z_i$ smaller than $z_0$ must equal $+\infty$.

3. If $z_{fin} \leq z_{fout} \leq z_0$, the viewing cone completely crosses the filament under the point $O$. However, it may intersect afterwards with the conical emission, provided $z_4 \geq z_0$. Again, four sub-cases have to be distinguished:

   (a) under the intersection with the field of view of the telescope ($z \leq z_{fin}$) and over this intersection up to the possible intersection with the conical emission ($z_{fout} \leq z \leq z_0$), we have $\xi_{NL}(z) = 0$;

   (b) in the section of the filament that is intercepted by the telescope field of view ($z_{fin} \leq z \leq z_{fout}$), we have $\xi_{NL}(z) = 1$;

   (c) for $z \geq z_2 \geq z_0$, the field of view of the telescope completely enters the conical emission and $\xi_{NL}(z) = [z\theta_T/((z - z_0)\theta_{CE})]^{2}$;
(d) for \( z_4 \leq z \leq z_2 \) (with, again, \( z_2 \) equal to \( +\infty \) if \( z_2 < z_0 \)), the field of view of the telescope intersects the conical emission, hence \( \xi_{\text{NL}}(z) = f(z) \).

The complication of the result is only apparent, and comes from the high number of geometrical configurations occurring in each case, according to the relative values of the various angles. However, given a specific set of parameters, the function \( \xi_{\text{NL}}(z) \) takes a very simple form. Note that when the cone of view contains a part of the filament as well as the whole conical emission, \( \xi_{\text{NL}}(z) \) jumps abruptly from 0 to 1, and then remains constant (see the ‘step’ in Fig. 3). This leads to a much simpler overlap function than for the linear case, where \( \xi_{\text{NL}}(z) \) rises more slowly from 0 to 1. However, when the cone of view of the telescope intersects with the laser beam above the filament, the geometrical term becomes quite similar to that of the linear case, with only an offset \( z_0 \) in the distance \( z \) and both expressions even coincide for \( z_0 = 0 \). In this respect, all the nonlinear effects arise through the filament length, which is actually an implicit (unspecified) function of initial intensity \( z_0 = z_0(I_0) \); \( z_0(I_0) \) goes to zero when \( I_0 \) becomes small enough, since we must then come back to the linear regime.

### 2 Effect of the nonlinear absorption

Apart from modifying the overlap function \( \xi_{\text{NL}} \), as already mentioned, the main nonlinear corrections to the lidar equation affect the exponential extinction factor in (1). Indeed, during the forward travel when the intensity is extremely high, a part of the energy of the laser pulse is used to ionise the atmosphere, and the absorption due to multi-photon ionisation losses adds up to the usual linear (Mie and Raleigh) scattering. If \( n \) represents the number of photons that are necessary to ionise one molecule, the corresponding intensity losses (for a plane wave) read

\[
\frac{dI}{dz}_{\text{MPI}} = \alpha_{\text{ref}} \left( \frac{I}{I_{\text{ref}}} \right)^n,
\]

with \( \alpha_{\text{ref}} = n \hbar v_{\text{NL}} R_{\text{ref}} N \), where \( \hbar v_{\text{NL}} \) is the laser photon energy, \( N \) the ionising molecule density and \( R_{\text{ref}} \) a reference ionisation rate of the considered species, which has to be determined experimentally as does the reference intensity \( I_{\text{ref}} \) [24]. As a matter of fact, the values of \( n \) are given by experiment, and are rather effective values taking all ionisation processes into account. In particular, tunnel ionisation may lead to fractional values lower than those expected from the ratio of the ionisation potential to the photon energy. As the number \( n \) differs from one type of ionised molecule to another, the complete losses are made up of a sum of terms such as the one given by (4) with various values for \( \alpha_{\text{ref}}, I_{\text{ref}} \) and \( n \). However, provided the intensity remains below \( 10^{18} \text{ W/m}^2 \), the contribution of oxygen dominates in air [24], so that we are allowed to keep only one term in the sum as a first approximation. Higher intensities would moreover produce the saturation of ionisation and alter (4). Besides, our assumption leads us to an analytical solution for the intensity, which provides quite a realistic description of the main changes induced by nonlinearity.

Now, a laser beam can be seen as a divergent wave, emitted by a fictitious point \( O \) in a cone of solid angle \( \Omega \). The energy-density variation in the spherical slice of centre \( O \), radius \( r \approx z \) in our case and thickness \( dr \) is assumed to be entirely due to scattering or absorption. We look for \( I \) as a function of \( r \) only, hence the balance equation:

\[
I(r + dr) (r + dr)^2 \Omega - I(r)^2 \Omega = - \alpha_e(r) r^2 dr \Omega - \alpha_{\text{ref}}(r) \left( \frac{I}{I_{\text{ref}}} \right)^n r^2 dr \Omega, \tag{5}
\]

where \( \alpha_e \) denotes the linear scattering coefficient. The differential equation obeyed by the intensity function then reads:

\[
\frac{dI}{dr} = - \frac{2}{r} I - \alpha_e I - \alpha_{\text{ref}} \left( \frac{I}{I_{\text{ref}}} \right)^n, \tag{6}
\]

where we immediately recognise a Bernoulli equation. The solution is readily obtained by introducing the intermediate unknown function \( y(r) = I^{1-n}(r) \). We find after easy calculations

\[
I(r) = I_0 \left( \frac{r_0}{r} \right)^2 \exp \left( - \int_{r_0}^{r} \alpha_e(\lambda_0, r')dr' \right) \times \left[ 1 + (n - 1) \left( \frac{r_0^2 I_0}{I_{\text{ref}}} \right)^{n-1} \int_{r_0}^{r} \exp^{-2(n-1) \left( \frac{\alpha_{\text{ref}}(\lambda_0)}{I_{\text{ref}}} \right)} \right]^{-1/(n-1)}. \tag{7}
\]

The parameter \( I_0 \) can be interpreted as the intensity of the beam at a distance \( r = r_0 \) from the point \( O \). The solution \( I(r) \) behaves as \( 1/r^2 \) when \( r \) goes to zero and, therefore, it represents the propagation of a spherical wave outward from the source. The first exponential factor is mainly responsible for the energy decrease for large values of \( \alpha_e \) in agreement with
the Beer–Lambert law. The new feature comes from the contribution appearing between the square brackets. The second term inside the brackets represents the correction due to nonlinear absorption during the propagation process. It can be seen as resulting from the multi-photon ionisation (4) applied to the linearly attenuated beam. It is of course negligible when the intensity of the beam \( I \) becomes small with respect to the reference intensity \( I_{\text{ref}} \), but at the exit of the laser, we may have \( I \gg I_{\text{ref}} \) if the initial power \( E_L \) is high enough, so that the ionisation effect dominates. On the other hand, at short distance, i.e. for \( r \ll 1/\alpha \), the absorption is dominated by multi-photon ionisation, (ii) for \( r \gg 1/\alpha \) it obeys the Beer–Lambert law, (iii) for \( r \sim 1/\alpha \) we have an intermediate regime where the full expression of the intensity should be used. Note that if we make \( n \) formally go to 1 in (7), the bracket tends towards an exponential function, which is not surprising, since then both energy-loss terms in the balance equation (5) are proportional to the intensity.

In the filament, the beam has to be treated as a plane wave (along the \( z \) axis). Starting from the energy-conservation equation

\[
\frac{dI}{dz} = -\alpha_I I - \alpha_{\text{ref}} \left( \frac{I}{I_{\text{ref}}} \right)^{n-1}
\]

and following the same method as the one sketched above, we get the alternative solution, valid for plane propagation:

\[
I(z) = I_0 \exp \left( -\int_{z_0}^{z} \alpha_I(\lambda_0, z') dz' \right) \\
\times \left[ 1 + (n-1) \left( \frac{I_0}{I_{\text{ref}}} \right)^{n-1} \frac{\int_{z_0}^{z} \alpha_{\text{ref}}(\zeta) I_{\text{ref}}}{I_{\text{ref}}} \right]^{-1/(n-1)} \\
\times \exp \left( -(n-1) \int_{z_0}^{z} \alpha_I(\lambda_0, \zeta') d\zeta' \right) \\
\times \exp \left( -(n-1) \int_{z_0}^{z} \alpha_{\text{ref}}(\zeta) I_{\text{ref}} d\zeta \right)^{1/(n-1)}.
\]

There are only a few changes with respect to the spherical-wave case: the factor \( 1/r^2 \) has disappeared, and the source inside the integral over \( dz' \) has been modified by removing the singular factor \( r^{-2(n-1)} \) appearing in (7).

Combining both results, we obtain the intensity of the laser beam inside the filament as well as after the conical emission. Over the first centimetres or metres of the light travel, i.e. just before the self-focusing, the power losses are nearly negligible with respect to the total available energy per time unit \( E_L \); thus, the power at the beginning of the filament \( P_{\text{fil}}(z_0) \equiv \pi a^2 I(z_0) \) is almost equal to \( E_L \). Now, the intensity of the laser as a function of \( z \) is given for \( z \leq z_0 \) by the relation (9), where \( Z_0 \) is taken to be equal to \( z_1 \) in order to have \( I_0 = E_L / (\pi a^2) \). This leads to a transmission coefficient in the filament

\[
T_{\text{NL}}(\lambda_0, I_0, z) = \exp \left( -\int_{z_1}^{z} \alpha_I(\lambda_0, z') dz' \right) \\
\times \left[ 1 + (n-1) \left( \frac{I_0}{I_{\text{ref}}} \right)^{n-1} \frac{\int_{z_1}^{z} \alpha_{\text{ref}}(\zeta) I_{\text{ref}}}{I_{\text{ref}}} \right]^{-1/(n-1)} \\
\times \exp \left( -(n-1) \int_{z_1}^{z} \alpha_I(\lambda_0, \zeta') d\zeta' \right) \\
\times \exp \left( -(n-1) \int_{z_1}^{z} \alpha_{\text{ref}}(\zeta) I_{\text{ref}} d\zeta \right)^{1/(n-1)}.
\]

The constant \( r_0 \) has been neglected everywhere except in the lower bound of the second integral over \( d\zeta' \), which happens to diverge when \( r_0 \) goes to zero. Such a behaviour is not surprising, since in the case of a rigorously spherical wave, the intensity becomes infinite at the origin, which would imply a total nonlinear absorption in the framework of classical electromagnetism. Of course, this situation is not physical and, to a certain extent, the filament ‘matches’ the emitting cone. Setting \( r_0 = a/\theta_{\text{CE}} \) amounts to imposing the continuity of the section radius, but this choice is arbitrary. However, as soon as the diameter of the conical emission is significantly larger than that of the filament, the pre-factor of the
latter integral becomes negligible, and the numerical result should not be notably modified. Again, the first (exponential) factor accounts for linear extinction; the second term of the factor between brackets is associated with the multi-photon ionisation inside the filament, while the last term describes the multi-photon ionisation after the conical emission as obtained from (7) and (9). Neglecting the latter contribution, we define the transmission factor for \( z \geq z_0 \) (beyond the conical emission) as

\[
T_{NL}(\lambda_0, I_0, z) \equiv \left( \frac{\theta_{CE}(z - z_0)}{\alpha} \right)^2 \frac{I(z)}{I_0} \approx \exp \left( - \int z_0^z \alpha(\lambda_0, \varrho) d\varrho \right) \left[ 1 + (n - 1) \left( \frac{I_0}{I_{ref}} \right)^{n-1} \right] \left( \frac{\alpha(\lambda_0, \varrho)}{\alpha_{ref}(\varrho)} \right) \exp \left( -(n - 1) \int z_0^z \alpha(\lambda_0, \varrho) d\varrho \right) \right]^{-1/(n-1)}.
\]

To get the nonlinear lidar equation, it only remains to perform the replacement

\[
\exp \left( -2 \int z_0^z \alpha(\lambda_0, \varrho) d\varrho \right) \rightarrow \exp \left( - \int z_0^z \alpha(\lambda_0, \varrho) d\varrho \right) T_{NL}(\lambda_0, I_0, z)
\]

in (1), remembering that \( I_0 = E_L/(\pi a^2) \), and using a suitable overlap factor. We finally arrive at

\[
E(\lambda_0, z) = \frac{A_0 c t d}{2 z^2} \xi_{NL}(\lambda_0, I_0, z) \times \beta(\lambda_0, z) \exp \left( - \int z_0^z \alpha(\lambda_0, \varrho) d\varrho \right) T_{NL}(\lambda_0, I_0, z),
\]

where \( \xi_{NL} \) is that of Sect. 1 and \( T_{NL} \) is given by (10) or (12) depending on whether \( z \leq z_0 \) or \( z_0 \leq z \) respectively.

If we compare this nonlinear lidar equation with the linear one (1), it is clear that the effect of the pulse extinction due to multi-photon ionisation results in a heavy reduction (up to several orders of magnitude) of the available power at the end of the filament. However, in the diverging region, where the beam section is much larger, multi-photon ionisation is negligible and, thus, the distance-dependence of the lidar return is similar to that of the linear case. Of course, in the extreme situation where the intensity tends to zero, \( T_{NL} \) reduces to the Beer–Lambert absorption coefficient. As we also have \( \xi_{NL} \rightarrow \xi \) in this limit, we recover the linear lidar equation (1) for small values of \( I \).

### 3 Multi-spectral lidar signal

Due to spectral broadening resulting from self-phase modulation, a nonlinear lidar offers a unique opportunity to perform multi-spectral experiments. In this purpose, we shall derive here the lidar signal produced at a wavelength \( \lambda \) different from the wavelength \( \lambda_0 \) of the laser.

If multiple scattering is neglected, there are two different ways for the white light to reach the detector at time \( t = 2z/c \): (i) a direct backward emission at altitude \( z \), which may be treated as in [4] (see (5) therein), with \( T_{NL} \) given by (12) above, or (ii) a forward white-light emission at a distance \( z_{em} \leq z \), followed by a backscattering at distance \( z \). Recent measurements [26] suggest that the white-light energy is negligible outside the conical emission [10, 14, 15], i.e. we can consider that the white light is emitted forward in a cone with half top angle \( \theta_{em} \approx \theta_{CE} \). The geometrical factor \( \xi_{NL}(\lambda, I_0, z_{em}, z) \) thus has the same form as the one of Sect. 1 in the case \( z \geq z_0 \), but the role of \( z_0 \) is now held by \( z_{em} \).

The white-light intensity travelling in the backward direction is small enough to consider its propagation as linear. In contrast, nonlinearities may affect the forward propagation via the influence of the co-propagating pump pulse. In that case, obtaining an analytical expression of the transmission factor for the white light is an extremely difficult task, due to the numerous processes to be taken into account. We shall neglect all effects of that kind in our simple model. Under this hypothesis, the extinction of forward-travelling (as well as backward-travelling) white light is correctly described by the Beer–Lambert law. If we denote by \( \beta_{for}(\lambda, \lambda_0, I_0, z_{em}) \) the conversion coefficient from wavelength \( \lambda_0 \) to wavelength \( \lambda \), at distance \( z_{em} \) from the source with initial intensity \( I_0 \), the contribution to the intensity \( dI_{for}(\lambda, I_0, z_{em}) \) at altitude \( z \) generated on a shell of thickness \( dz_{em} \) at altitude \( z_{em} \) reads

\[
dI_{for}(\lambda, I_0, z_{em}) = E_L \beta_{for}(\lambda, \lambda_0, I_0, z_{em}) \times \exp \left( - \int z_{em}^z \alpha(\lambda, \varrho) d\varrho \right) \left[ T_{NL}(\lambda_0, I_0, z_{em}) \right] dI_{ref}(\lambda, I_0, z_{em}) d\varrho.
\]

Of course, both processes described above occur simultaneously so that their contributions add, which leads to

\[
E(\lambda, I_0, z) = \frac{A_0 c t d}{2 z^2} \xi_{NL}(\lambda, I_0, z) \times \beta(\lambda_0, z) \exp \left( - \int z_0^z \alpha(\lambda_0, \varrho) d\varrho \right) T_{NL}(\lambda_0, I_0, z),
\]

where \( \xi_{NL} \) is that of Sect. 1 and \( T_{NL} \) is given by (10) or (12) depending on whether \( z_0 \leq z \leq z_0 \) or \( z_0 \leq z \) respectively.

Note that the signal \( E(\lambda, I_0, z) \) actually represents a spectral density since \([\beta_{back}] = [\beta_{for}] = [\beta]/[\text{length}]\).

The determination of \( \beta_{back} \) and \( \beta_{for} \) for white-light generation as well as their angular dependence is not straightforward. Spectral broadening depends on several processes such as plasma ionisation or self-phase modulation. For this reason, the efficiency of the frequency conversion from \( \lambda_0 \) to \( \lambda \) can only be defined under strong assumptions. Moreover,
recent experimental measurements [5, 6, 25] show inconsistencies about the shape of the white-light spectrum in the visible domain. This point is beyond the scope of the paper, but it should be clarified before issuing some definite expression for $\beta_{\text{for}}$ and $\beta_{\text{back}}$ and obtaining a more explicit version of (16).

4 Conclusion

Gathering the results for the overlap function and the intensity attenuation, we finally find the main changes to the lidar equation implied by nonlinear propagation of high-power ultrashort laser pulses, for both mono- and multi-spectral lidar configurations. This propagation entails a modification of the geometrical factor $\xi$ because of self-focusing and subsequent filamentation. The high intensities that are reached in the filaments also result in a strongly nonlinear extinction of the pulses, thus modifying the scattering ($\alpha$) term. Actually, such a nonlinear lidar equation is essential for the interpretation of lidar signals from femtosecond pulses [5, 6], which could permit a more complete remote sensing of the atmosphere.
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We have demonstrated the ability to trigger and guide high-voltage discharges with ionized filaments generated by femtosecond terawatt laser pulses. The plasma filaments extended over the whole gap, providing a direct ohmic connection between the electrodes. Laser-guided straight discharges have been observed for gaps of as much as 3.8 m at a high voltage reduced to 68% of the natural breakdown voltage. The triggering efficiency was found to depend critically on the spatial connection of the laser filaments to the electrode as well as on the temporal coincidence of the laser with the peak of the high voltage. © 2002 Optical Society of America

OCIS codes: 010.1300, 140.7090, 190.5940, 190.7110, 350.5400.

The possibility of triggering and guiding lightning by using laser beams has been discussed for more than 25 years.\(^\text{1,2}\) The main motivation for manipulating lightning is to protect sensitive installations such as strategic sites, including nuclear, biological, and chemical plants and airports from direct strikes and electromagnetic perturbations. Whereas early studies in the 1970s and 1980s with nanosecond lasers\(^\text{3,4}\) suffered from severe limitations, the advent of high-power femtosecond lasers has opened new perspectives in this research. In particular, recent studies demonstrated that high voltage (HV) discharges can be triggered and guided over distances of as much as 3 m by use of ultrashort laser pulses (0.3 TW, 600 fs) focused between two electrodes and creating a local plasma at the focus.\(^\text{5}\) Similar experiments have been conducted in the UV,\(^\text{6}\) in which multiphoton ionization was significantly enhanced by the shorter wavelength. In those experiments the laser produced a medium-density plasma (typically $10^{17} \text{ cm}^{-3}$), from which ionization waves (streamers), accelerated by the electric field, propagated toward the electrodes.

A remarkable property that has been observed in high-power femtosecond pulse propagation is filamentation. For a pulse propagating in air, a dynamic equilibrium between Kerr self-focusing and plasma-induced diffraction yields a narrow ($\sim 100 \mu \text{m}$ in diameter\(^\text{7,8}\)), low-impedance\(^\text{9,10}\) ionized filament that can be as much as 200 m long.\(^\text{11}\) Such long plasma filaments provide a real possibility of triggering and guiding lightning. Experiments that exploited the potential of the laser-induced filaments for HV discharge control without focusing the laser between the electrodes were recently conducted with 600-fs pulses.\(^\text{12}\) Discharges guided by filaments have been successfully demonstrated over a gap of 2 m between two plane electrodes. However, these discharges were not triggered, in the sense that the breakdown voltage was not reduced by the presence of filaments.

In this Letter we report, for the first time to our knowledge, triggering and guiding of HV discharges by laser-induced filaments over large gaps (as long as 3.8 m). Our experiments showed that aiming the laser beam in the vicinity of two charged electrodes allows filaments to ohmically bridge the electrodes,
trigger the electric discharge, guide it along a straight way, and reduce the buildup time of the discharge.

In our experiments a standardized negative HV lightning pulse (as much as 2 MV; rise time, 1.2 μs; decay time to half-maximum, 50 μs) created by a pulsed voltage generator (Marx multiplier circuit) was applied to a 12-cm-diameter spherical electrode. A plane electrode with a diameter of 3 m was used as ground. Other electrode geometries, such as torus–torus, were tested and yielded similar results. The HV pulses were synchronized to the laser with an adjustable delay.

The laser used for this experiment was the Teramobile system, a container-integrated mobile femtosecond Ti:sapphire laser system. During this experiments the laser provided 150-fs pulses with as much as 300 mJ of energy at 790 nm and 10 Hz. We could vary the output energy continuously by detuning the pulse extraction from the regenerative amplifier. Its unique mobility feature permitted us to locate the laser system inside the HV laboratory, with its horizontal output beam in line with the electrodes, at a distance of 20 m from the HV electrode (Fig. 1). The laser beam was expanded to an initial diameter of 15 cm and slightly focused (f ~ 15–20 m) with an adjustable telescope. Typically, with 300 mJ we observed a filament bundle with a length of 4–5 m, a 0.5–1-cm diameter, and ~15 filaments at the HV electrode. In most of the experiments the filaments started before the HV electrode and spanned the whole gap, as was verified on a screen. To ohmically bridge the electrodes with the filaments we shot the laser beam close to the HV electrode, at a typical distance of 1 cm and against the ground electrode.

We investigated the influence of the delay between the HV and the laser pulses. No successful event was observed for laser pulses before the HV (negative delay), whereas successful triggering and guiding over the whole gap was observed for laser pulses from 0 to 15 μs after the maximum of the HV pulse. These results are in contrast to those of La Fontaine et al., who observed laser-guided discharges for a negative delay as long as 15 μs.

We checked the importance of the ohmic contact between the plasma filaments and the electrodes in two ways. First, we observed qualitatively, in a torus–torus configuration, that the discharge could not be triggered if the laser beam was moved several centimeters away from the HV electrode. This result is consistent with recent observations with a 1.5-cm-long gap. Moreover, we moved the starting position of the filamentation axially over some meters by adjusting the focus of the sending telescope. The laser-induced breakdown (LIB) smoothly decreased to 0 if the starting point of the filament was moved inside the gap between the electrodes. When we moved the filamentation starting point a few meters in the opposite direction from the HV electrode, the end of the filament bundle no longer reached the ground electrode, and the probability of breakdown decreased as well. The optimal filament’s starting position was found to be ~1 m upstream of the HV electrode, with the filaments spanning the whole gap.

The HV-discharge triggering ability was demonstrated by systematic measurement of the breakdown voltage with and without the laser for several electrode gap distances (L), as shown in Fig. 2. $U_{50}$ values are those of the voltages at which the breakdown probability occurs for 50% of the events tested. Some single LIB events, corresponding to the lowest observed voltages, are also displayed. These results demonstrate that laser-induced filaments do trigger the HV discharge over distances up to 3.8 m: The laser significantly reduced the breakdown voltage. The reduction ratio $((U_{50,\text{free}} - U_{50,\text{laser}})/U_{50,\text{free}})$ was typically 32(±1)%.

Some discharges were guided over only a fraction $\eta$ of the gap and continued with an irregular path as in the case of a natural discharge [Fig. 1, inset (b)]. To get insight into the mechanism of the laser-triggered HV discharge we measured breakdown delay $\tau$ between the arrival of the laser pulse and the actual breakdown as a function of $\eta$. For these measurements the laser pulses passed the electrodes typically 1–2 μs after the HV pulse reached its maximum level, and we used a 2-m gap and four HV values, as shown in Fig. 3. The $\tau$ values do not significantly depend on the HV (which is kept sufficiently below the natural breakdown voltage) when the dispersion in the experimental data is taken into account, especially for small values of $\eta$.

For a setup such as ours (negative tip/plane, 1.2/50-μs HV pulse) the literature predicts free discharges without a laser with $U_{50}$ of 700–1000 kV/m.

![Fig. 1. Schematic of the experimental setup. (a) Photo of a guided discharge, (b) photo of a partly guided discharge.](image)

![Fig. 2. $U_{50}$ as a function of the electrode gap. Circles, natural breakdown; squares, laser-triggered discharge; triangles, single LIB events, the lowest observed voltage at each distance.](image)
The linear fit yields a velocity \( v_g \) of approximately \( 10^5 \) m/s. Modification of this process by the laser can be explained as follows: The laser-induced plasma filaments (impedance in the range \( 10^6-10^8 \) Ω for a gap of several meters \( L \)) connect with the corona near the HV sphere electrode. The available free charges enhance the electric field locally and initiate electron avalanches along the plasma filaments. Therefore the avalanche threshold of \( \sim 25 \) kV cm\(^{-1} \) atm\(^{-1} \) is reached with a reduced voltage between the electrodes. At a velocity \( v_g \), the discharge channel grows straight, guided by the laser plasma along a fraction \( \eta \) of the gap. Thereby \( \eta \) fluctuates from 100% to lower values. Finally, if \( \eta < 100\% \), a dominant streamer leaves the laser channel and propagates freely toward the ground electrode at velocity \( v_f \), causing a spark. No LIB has been observed with \( \eta \) less than one third, which suggests that a certain guiding length is needed for free bridging of the remaining gap.

This simple model leads to an estimation for the breakdown delay of \( \tau = L/\eta v_g + (1-\eta)/v_f \). A linear fit to the experimental data shown in Fig. 3 yields \( v_g = (1.0 \pm 0.2) \times 10^6 \) m/s and \( v_f = (2.9 \pm 0.5) \times 10^5 \) m/s. These values are of the same order of magnitude as those found by La Fontaine et al.\(^\text{12} \) Furthermore, our guiding velocity is similar to the observed velocities of afterstrikes passing through the same path as a preceding negative cloud-to-ground discharge,\(^\text{14} \) which suggests that the laser filaments replace the initial creation of free charges in a natural discharge process.

In conclusion, we have successively triggered and guided HV discharges by using laser filaments ohmically bridging gaps as large as 3.8 m between two electrodes. The sphere–plane electrode configuration that we used provides a laboratory model of real-scale lightning control experiments. In such experiments a classic lightning conductor installed near the laser system will act as an electrode, which will allow a corona to develop at the conductor’s tip as a reaction to a highly charged cloud. With the mobility of our terawatt laser system taken into account, these results promise to be useful in field experiments.
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Abstract. We describe the Teramobile system, a new mobile femtosecond multi-terawatt laser and detection system based on a state-of-the art CPA laser system embedded in a standard freight container, as well as a mobile detection unit allowing a characterization of the nonlinear propagation of high power laser pulses over long horizontal distances. The unique mobility feature of the whole system opens the way to previously unreachable applications for high-power laser pulses in the field of atmospheric research (lidar, laser-triggered lightning), which are also briefly reviewed.

PACS. 42.60.By Design of specific laser systems – 42.65.-k Nonlinear optics – 42.68.Wt Remote sensing: LIDAR and adaptive systems

1 Introduction

The interest in nonlinear pulse propagation has been significantly renewed since 1985, when the development of the chirped pulse amplification (CPA) technique [1,2] permitted to produce ultra-short laser pulses which now reach powers in excess of $10^{14}$ W. At those power levels, nonlinear phenomena dominate pulse propagation even in diluted media such as atmospheric pressure gases, opening the way to applications in atmospheric research. However, current high-power lasers are restricted to laboratory experiments due to their size and delicate operation. For the first time we developed a mobile laboratory hosting a CPA fs-TW laser system as well as detection and analysis tools.

In the following, we shall briefly describe relevant properties of nonlinear propagation of ultra-intense pulses in air, showing the need for a mobile high-power laser system. The subsequent section will be dedicated to a detailed description the main components of the Teramobile system: the laser system, the container laboratory and the mobile diagnostics unit. The last section is devoted to a review of some of the applications as well as the first results obtained by the Teramobile team with our unique tool in its first months of life.

Nonlinear self-action leads to strong modifications of the spatial [3–5], spectral [6,7] and temporal [8–11] characteristics of the pulse. The propagation medium is also affected. It undergoes multiphoton ionization and plasma production [12–15]. One of the most spectacular processes under such conditions is filamentation, which mechanism is described e.g. in [16]. Briefly, a dynamical equilibrium between self-focusing due to the Kerr effect and ionization of air leads to a defocusing effect. This equilibrium results in a self-trapping of the beam lasting for a distance of at least 200 m, i.e. much longer than the Rayleigh length [17,18], with a diameter reported to be about 100 µm [4,19]. In those filaments, the intensity reaches $10^{13}$–$10^{14}$ W/cm² [20], sufficient to generate significant self-phase modulation (SPM), yielding a bright white light supercontinuum [21]. However, the propagation properties of high-power laser pulses over long distances is still unknown. Up to now, the filamentation has been mainly studied in the laboratory over a maximum distance of several tens of meters. Measurements over km-range paths require field experiments, while theoretical simulations, even over distances of one meter, require unreasonable computing time at present.

Recently, interest in long-range propagation of fs-pulses was strongly enhanced when Rairoux et al. demonstrated a supercontinuum-based multispectral lidar
(Light Detection and Ranging) technique [22,23]. Emitting fs-TW laser pulses in the atmosphere and collecting the backscattered white light, they detected a supercontinuum signal from distances up to 13 km, opening the way to a multi-wavelength atmospheric remote sensing. Since the white light supercontinuum covers the whole visible and near-IR range up to 4 μm [24], it might permit to detect many constituents of the earth atmosphere.

Besides lidar, the broadband supercontinuum generation may be used to excite multiwavelength guide stars, which are needed to correct the large-scale inhomogeneities of the atmosphere at large astronomical telescopes using adaptive optics [25]. Other applications are based on the ionization induced in the air by the self-guided high-power pulses. The plasma channels behave as conducting wires. High power lasers may therefore trigger lightning [26–29]. Also, it is well known that ions can act as condensation nuclei [30], which could lead to laser-triggered rain nucleation in over-saturated atmospheres.

Hence, the need for a femtosecond-terawatt laser system suited for field experiments emerged. For the first time, we developed a fully standalone multi-terawatt laser system, based on a fs-TW laser system integrated in a mobile laboratory built in a standard-dimensioned sea container. This mobile laboratory provides the necessary infrastructure for the laser system as well as the sending and the receiving optics and the detection electronics for lidar. It is supplemented by a mobile beam characterization unit, which is itself a second standalone optics laboratory constructed in a trailer. This infrastructure is obviously suited for km-range propagation experiments, since the mobile system can be installed on long horizontal spots such as the runway of an airfield, permitting to study the beam continuously along its propagation path with the characterization unit.

The mobility also has the big advantage to allow further evaluation of the potential of fs-TW pulses for specific applications or experiments, without permanently installing an expensive and complex system at the place of interest. For example, short test experiments at large facilities such as synchrotrons are made possible at a reasonable investment.

### 2 The Teramobile system

The Teramobile laser is the first mobile femtosecond-terawatt laser system. This unique mobility feature imposed a particularly compact design for the laser. The environmental requirements of such a system determined the conception of a mobile standalone laboratory, including all the sending and receiving optics as well as diagnostics and detection systems. The system as a whole was designed as a versatile tool intended for fundamental as well as atmospheric applied research, and finally as an open system for further improvements of experiments in other scientific fields.

<table>
<thead>
<tr>
<th>Table 1. Laser characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Center wavelength</strong></td>
</tr>
<tr>
<td><strong>Bandwidth</strong></td>
</tr>
<tr>
<td><strong>Pulse energy</strong></td>
</tr>
<tr>
<td><strong>Pulse duration</strong></td>
</tr>
<tr>
<td><strong>Peak power</strong></td>
</tr>
<tr>
<td><strong>Repetition rate</strong></td>
</tr>
<tr>
<td><strong>Output beam diameter</strong></td>
</tr>
<tr>
<td><strong>Chirped pulse duration</strong></td>
</tr>
<tr>
<td><strong>Energy stability</strong></td>
</tr>
<tr>
<td><strong>Dimensions</strong></td>
</tr>
</tbody>
</table>

#### 2.1 Laser system

##### 2.1.1 Laser setup

The Teramobile laser is based on the well-known chirped pulse amplification (CPA) technique [1,2]. However, its integration in the reduced space of the mobile laboratory required a particularly compact design, which was developed in cooperation with Thales Laser (formerly BMI division, Thomson CSF, Orsay, France). Its main characteristics are summarized in Table 1. Briefly, the system consists of a compact Ti:Sapphire oscillator (Compact Pro, Femtosource, Vienna, Austria) and a Nd:YAG pumped Ti:Sapphire amplification chain including a regenerative amplifier and two 4-pass amplifiers. A T-shaped table yielded an optimal compactness together with a reasonable access to the system for alignment and operation. The laser can be monitored with the usual diagnostics installed in a rack fixed above the laser table (Fig. 1). Spare space has been reserved for diagnostics to be made available in the future, either permanently or for a specific experiment.

##### 2.1.2 Compensation of the group velocity dispersion

Since atmospheric applications imply the propagation of ultrashort laser pulses over long distances in the atmosphere, group velocity dispersion (GVD) has to be taken into account. In the first order, GVD results in the temporal broadening of the laser pulse, stretching our 70 fs long, 16 nm broad pulse into a strongly chirped, 1 ps long pulse with a 10-fold reduced peak power after 1 km propagation. However, it was shown [22,31] that a negatively chirped pulse is temporally recompressed by GVD, leading to an ultrashort pulse after a propagation distance depending on the initial chirp (Fig. 2). To perform this precompensation of the GVD, we installed one of the compressor gratings on a long-course (40 mm) motorized translation stage. Its translation yields a pulse stretching of 43 fs per mm detuning, hence allowing to precompensate the GVD in up to 1.5 km of air. Further compensation as well as the compensation for higher order dispersion can be provided using a pulse shape modulator.
Fig. 1. Three-dimensional view inside the Container. The beam expanding system (S) (see also Fig. 3), controllers and power supplies for the laser system are installed on the rack mounted on top of the laser table. The laser system is composed of an oscillator (Femtosource) with a YAG pump laser (Verdi) (L1), a stretcher (L2), regenerative amplifier, multipass preamplifier (L3) and their Compact YAG pump laser (L4). A multipass main amplifier (L5) is pumped by two SAGA-YAG units (L6). The final part is the compressor (L7). The main power supplies of the laser system are installed together with a dedicated water-air heat exchanger in a closed isolation box under the table (C). Details of the Teramobile Detection (D) are shown in Figure 4.

Fig. 2. Principle of the compensation of the group velocity dispersion.

2.1.3 Sending optics system

Besides transporting the beam directly to the output windows of the mobile laboratory, the sending optics permits to vary its beam diameter and focus. The beam diameter has a critical influence on the distance at which filamentation will occur. Expanding the beam, and hence reducing its intensity, can be favorable to prevent unwanted self-focusing after short distances of propagation through air, which would damage the output windows or sending mirrors. Moreover, controlling the initial focus or divergence of the beam is a key parameter to study the propagation of ultrashort laser pulses as well as to control the filamentation distance.

The geometrical control of the beam is achieved by an off-axis sending telescope (Fig. 3 and Tab. 2) based only on reflective optics with dielectric coatings, to preserve the temporal and spectral pulse characteristics. To keep the aberration negligible, the telescope extends over the whole available length in the mobile laboratory. It is installed in a rack which is rigidly attached above the laser system (Fig. 1 (S)). The special Z-geometry of the optical path permits to set the focal length of the telescope with a single translation stage (isel automation). The telescope can also be by-passed to use the original 5 cm beam diameter of the laser. The beam can be sent either horizontally to continuously characterize its propagation over long distances, or vertically, e.g. for lidar measurements.
Table 2. Sending telescope characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal length</td>
<td>10 m to slightly divergent</td>
</tr>
<tr>
<td>Magnification</td>
<td>2.7</td>
</tr>
<tr>
<td>Output beam diameter</td>
<td>15 cm</td>
</tr>
<tr>
<td>Pointing stability</td>
<td>0.1 mrad over the whole</td>
</tr>
<tr>
<td>Off-axis angle</td>
<td>6°</td>
</tr>
<tr>
<td>Length</td>
<td>2.5 m</td>
</tr>
<tr>
<td>Translation stage precision</td>
<td>12.5 µm</td>
</tr>
</tbody>
</table>

Table 3. Mobile laboratory specifications.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>External dimensions</td>
<td>Standard ISO 20 ft</td>
</tr>
<tr>
<td>Internal dimensions</td>
<td>5.70 m × 2.15 m × 2.20 m</td>
</tr>
<tr>
<td>Weight including equipment</td>
<td>10 tons</td>
</tr>
<tr>
<td>Power consumption during full operation</td>
<td>30 kW (380 V, 63 A, 3P connector)</td>
</tr>
<tr>
<td>Storage power connection</td>
<td>240 V, 16 A</td>
</tr>
<tr>
<td>Temperature stability (laser room)</td>
<td>±1 °C</td>
</tr>
<tr>
<td>Outer temperature range</td>
<td>−20 °C to +35 °C</td>
</tr>
<tr>
<td>Humidity range</td>
<td>0 to 100%</td>
</tr>
<tr>
<td>Sending, receiving ports</td>
<td>2 × ø25 cm, 2 × ø45 cm</td>
</tr>
<tr>
<td>Certificates</td>
<td>DIN, IEC, VDE, CEE, NEMKO, CSC</td>
</tr>
</tbody>
</table>

Moreover, the beam can also be emitted through the detection box to permit coaxial lidar experiments. Each of the 4 ports is equipped with a 2-D steering capability over ±10°, as well as the option to attach a full 3-D steering system to the frame of the windows on the roof or the outer wall of the mobile laboratory.

2.2 The mobile laboratory

The Teramobile laser system and its equipment are build in a standard sea container (see Tab. 3 for detailed specifications). Since TW-class laser systems are very sensitive to mechanical vibrations and shocks, the optical system as a whole (including the laser, sending and receiving optics) was designed as a single rigid unit smoothly linked to the outer structure of the container through special damping elements. This makes it possible to transport the system to virtually any place in the world and operate it provided climatic conditions permit the operation of the laser system.

The Teramobile mobile laboratory itself, as the infrastructure for the scientific equipment, was designed in a cooperation between the Freie Universität Berlin and Impres GmbH (Bremen, Germany) and was build by TSU (Bremerhaven, Germany). Figure 1 gives an overview of the main structure of the system. The mobile laboratory is divided into two rooms. The partition wall acts as a thermal insulation and electromagnetic shielding. The first room hosts the laser system including all the power supplies of the pump lasers, the driving electronics as well as the sending optics and the diagnostics systems (Fig. 4). The other room contains mainly the detection system, as well as most of the technical functions such as the power distribution, air conditioning devices, storage, control of water supplies. This room is also used as the control room during the experiments.

To ensure the stable operation of the femtosecond laser system, the temperature control is separated into three uncoupled volumes: (i) the control room which acts as an air lock, (ii) the laser room and (iii) a closed isolation box containing all the power supplies of the lasers, cooled by a dedicated water-air exchanger. Under reasonable outdoor conditions, the strongly dimensioned air conditioning even permits to remove the sending windows from their frame to avoid non-linear effects in their glass.

Eye-safety is always a key issue when dealing with lasers. Since a TW laser can not be eye-safe, a security system controls the operation of the laser. Hence, the laser can be blocked by a shutter which is controlled by suitable detectors according to the type of experiment, like a motion detector, hand controller, as well as an additional safety lidar, which are upgradeable to future applications.

2.3 Detection units

2.3.1 Detection system inside the container

The detection system inside the Teramobile (Fig. 4) is mainly designed to perform lidar measurements and can work in an off-axis or on-axis mode with respect to the emitted beam. The detection consists of a vertically
mounted 40 cm receiving telescope and two detection channels. The first channel consists of a spectrograph for spectrally and temporally resolved measurements. The second one is used to measure depolarization for fundamental investigations of the white light generation and scattering in the filaments, as well as for atmospheric particles characterization. The unit also contains a horizontal telescope aimed at comparing the backscattered light to the forward emission detected by the mobile detection unit described in the next section. Both telescopes and both detection channels can be connected either directly or through fiber couplings. The wavelength range of the detection system ranges from 190 nm to 2.5 \( \mu \text{m} \), using a spectrometer with three integrated gratings and four possible detectors (ICCD 190–950 nm, Hamamatsu PMT 350–1700 nm, Si APD: 700–1100 nm and InSb 1.5–2.5 \( \mu \text{m} \)). With interference filters and the depolarization path, the wavelength range may be extended up to 5 \( \mu \text{m} \).

### 2.3.2 Mobile detection unit

In order to permit the characterization of the laser beam at an arbitrary and large distance, we developed a mobile characterization unit mounted inside a trailer, which can be moved continuously along the beam. It contains a stand-alone optics laboratory equipped with air conditioning, breadboard, desktop and its own power generator. For safety reasons, since the mobile detection unit is placed inside the laser beam path, it has no window. The only input port is a sampling device, made of a diffuser and a collecting fiber, which can be scanned in two dimensions across the laser beam by a 1.5 m long articulated arm, remote controlled from the inside of the mobile unit. The trailer is also equipped with a screen and an attached video camera, to perform far-field imaging of cross-sections of the laser beam at various distances, up to several km. Since the trailer can be moved along the laser beam on a straight road or an airfield runway, it provides an axially resolved sampling of the beam propagation. Combined with the radial and angular move of the sampling device, this gives access to a full 3D characterization of the laser beam over its propagation path.

### 3 Applications and first results of the Teramobile system

#### 3.1 Control of the filamentation distance

As pointed out in the introduction, atmospheric applications of the nonlinear propagation of ultrashort laser pulses rely on white-light continuum and plasma generation in self-guided filaments. Therefore, long range studies of the propagation of high-power laser pulses have to be performed to be able to understand and control the beam propagation, e.g. the filamentation distance.

The mobility of the Teramobile system permits such studies, for instance by installing the system at one end of an airfield runway, and scanning along the beam with the mobile characterization unit. Here, we shall describe preliminary results about the formation and length of self-guided filaments obtained over 100 m distance, as a function of the initial chirp. In this experiment, pulses with 330 mJ energy and a minimum pulselength of 100 fs were emitted as a 5-cm diameter beam. The filament formation was observed as bright spots on a screen placed in the laser path (Fig. 5).

The high power of the Teramobile system (4 TW), much above the critical power \( P_{\text{crit}} = \frac{\lambda^2}{(4 \pi n_2)} \approx 1 \text{ GW} \), leads to multifilamentation of the laser beam. The filamentation distance, i.e. the distance between the output of the compressor and the beginning of the filaments, strongly varies with the initial chirp of the emitted pulse, as shown in Figure 6. Filamentation occurs much before the pulse is temporally recompressed by GVD. For example, a 16 nm broad pulses is only expanded by 1 ps/km in air by linear dispersion.
This can be understood considering that even with a strong chirp, the pulse power keeps much above the critical power, allowing self-focusing and filamentation to occur before the short pulse is temporally recombined at a remote location. Moreover, in a multi-filamentation regime, the dynamics of the filament formation strongly depends on the laser beam profile because filaments start at slight inhomogeneities of the beam profile. This shows the need to use an expanded and/or slightly divergent beam with a good control of the beam profile in order to further increase the filamentation distance. However, this experiment illustrates the possibility to control the filament distance by adjusting the laser parameters, which is a key issue for long-range atmospheric experiments.

3.2 Lidar

Lidar [32] is an efficient technique in atmospheric research. It permitted to understand many important atmospheric phenomena, such as the mechanism of stratospheric ozone depletion [33]. The main advantage of lidar over other remote sensing techniques – as DOAS [34], FTIR [35] or satellite based spectroscopy [36] – is the high range resolution over long distances, which is achieved by the use of short pulse laser (typically a few nanoseconds or less) and fast electronics to record the signal of the light backscattered by molecules and aerosols. However, the number of the detectable species is limited by the availability of narrow-lined pulsed laser sources at suitable wavelengths, especially in the IR. Moreover, since the laser has to be tuned on an absorption band of the species to be measured, only one molecule can be measured at once, and interference between molecules having overlapping spectra are difficult to correct.

Other techniques such as DOAS or FTIR overcome this limitation through a wide available spectral range, but at the cost of a range-integrated measurement. The use of the laser-generated white light continuum in a nonlinear lidar would combine the advantages of both techniques. White light pulses generated by laser-induced filaments in the sky should simultaneously provide range and spectral resolutions. Moreover, the supercontinuum emission covers the near- and mid-infrared [24], where many important pollutants, such as the volatile organic compounds (VOCs), have their absorption bands. Approaches which have been made in remote sensing of VOCs, e.g. to use broad bandwidth (dye) laser sources with FTIR detection [37] or to do DIAL with OPO lasers [38], have their limits in the tunability of the lasers or the spectral resolution. The latter is needed to be able to retrieve concentrations of trace gases, while their bands overlap and strongly interfere with absorption lines of water and CO₂.

The Teramobile could overcome some of those limits and provide a multi-component analysis, by implementing the first mobile white-light lidar system based on highly nonlinearly propagating pulses. Briefly, the TW laser beam is sent into the atmosphere, and the backscattered light is detected on a spectrometer-photomultiplier combination (Fig. 7). The laser parameters and GVD precompensation can be set to optimize the supercontinuum generation in filaments, which leads to a highly collimated white-light beam. This can be used to measure range resolved broadband absorption spectroscopy of trace gases, as has been showed for water vapor in preliminary experiments [22]. Here the narrowness of the water absorption lines was not a difficulty, as it is for the differential absorption lidar (DIAL) technique using two single wavelengths.

Fig. 7. Setup for white-light lidar experiments.

Besides the use of the white-light supercontinuum, two processes could significantly improve non-linear lidar. On one hand, due to local laser-induced refractive index gradients, the backward supercontinuum emission is significantly enhanced, i.e. more supercontinuum is emitted towards the lidar detection system than would be by elastic backscattering [39]. This leads to a significantly improved lidar signal.

On the other hand, theoretical studies [31] and laboratory experiments [40,41] have shown strongly nonlinear interaction of fs-pulses with aerosols, particularly spherical droplets. Processes like Raman scattering [31], multiphoton-excited fluorescence [41] or plasma emission shall lead to a remote analysis of the characteristics, e.g. the chemical composition, of atmospheric aerosols.

3.3 Laser-triggered and-guided high voltage discharges

Another application of the Teramobile system was successfully demonstrated in collaboration with the Institute for High Voltage at the Technical University of Berlin. We showed that filaments created by high peak power laser pulses can trigger and guide a discharge between two electrodes. Figure 8 shows the setup used for this experiment.

The mobility of the Teramobile system permitted to install it in the high-voltage hall of the TUB. A high-voltage
Fig. 8. Experimental setup of the high voltage experiment.

Fig. 9. Discharges with (A) and without (B) laser in a 3.2 m gap between toroidal electrodes. On the laser-triggered discharge (A) the guiding is clearly visible.

(HV) generator (Marx multiplier circuit) provided up to 2 MV pulses (with 1.2 µs rise time) between electrodes separated by a gap, which was adjusted between 1 and 4 m. The laser beam (300 mJ and 100 fs) was aligned to pass successively through holes in the center of the two electrodes. It was focused slightly before the high-voltage electrode, so that the focus was outside the gap, while the generated filaments spanned over the whole gap. Successful guiding and triggering (i.e. occurrence of discharges at voltage that do not permit discharges without laser) of discharges has been achieved for various electrode setups, laser and high voltage parameters.

Figure 9 (A) and (B) respectively show a triggered and guided discharge and a free discharge without laser between two toroidal electrodes of 2.2 m and 3 m diameter. Detailed results of these experiments for different laser and high-voltage parameters will be published elsewhere [42].

4 Conclusion

We successfully integrated a multi-terawatt laser system and a detection unit for lidar, together with their full technical support in a standard 20' freight container. This system, called Teramobile, has been demonstrated to run as stable as under laboratory conditions. The first obtained results include high-power laser propagation studies, lidar, and high-voltage discharge triggering.

In the near future, the mobility of the Teramobile system will allow us to investigate long distance formation and propagation of self-guided plasma filaments up to several kilometers, as well as lidar measurements optimized for different altitudes and spectral regions or studies of larger distance lightning guiding.
The Teramobile project is funded jointly by the German Deutsche Forschungsgemeinschaft (DFG) and the French Centre National de la Recherche Scientifique (CNRS). J.P. Wolf acknowledges support from the Institut Universitaire de France. We acknowledge a strong support from the technical staffs in the universities of Berlin, Jena and Lyon. We would particularly mention the invaluable help of M. Barbaire, M. Kerleroux, M. Néry, W. Ziegler and M. Kregielski. For the good and fair teamwork in the beginning of the project. Due to the very good collaboration and particularly Lars Klingbeil and Kay Rethmeier, our first high voltage discharge experiment was a great success. The Teramobile web site is www.teramobile.org.
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ABSTRACT Lidar signals were obtained for the first time in the near-infrared using the supercontinuum generated by the terawatt femtosecond laser of the Teramobile system. A signal up to 4 km in altitude, in the band 1–1.7 \( \mu \text{m} \), was collected using a 2 m astronomical telescope. We observed a 10-fold enhancement of the infrared signal backscattered from the atmosphere compared with that expected using a previously measured laboratory spectrum. This suggests a more efficient frequency conversion into the infrared (typically 7% into the 1–1.5 \( \mu \text{m} \) band) under long-distance propagation conditions.

PACS 42.65.Jx; 42.68.Wt; 42.65.Ky

1 Introduction

The Lidar (LIght Detection And Ranging) [1] technique has become a routinely employed tool for providing atmospheric pollution monitoring. The technique is, however, limited, especially for DIAL (DIfferential Absorption Lidar), to the measurement of one pollutant at a time, since the laser wavelength is tuned to an absorption line of the species being measured. Femtosecond lasers have recently raised hopes for the simultaneous detection of several pollutants [2, 3], based on white-light radiation through the physical process of supercontinuum generation (SCG).

SCG results from the non-linear propagation of femtosecond pulses with peak powers up to the terawatt level, even in a transparent and dilute medium such as air. The propagation of the pulse results in the creation of a self-induced guiding structure called a filament, interpreted as the manifestation of a dynamic equilibrium between Kerr lens focusing and ionization-induced defocusing (self-channeling [4]). Self-phase modulation (SPM) and possibly four-wave mixing occur, leading to spectral broadening around the frequency of the initial pulse. The supercontinuum spectral extent has been determined to reach from the UV to the near-infrared up to 4.5 \( \mu \text{m} \) [5].

Such bright thin filaments have been observed to develop over tens to hundreds of meters [6, 7], making them extremely promising for lidar applications in the visible spectral range, as shown by Wöste et al. [2, 3]. Extension of investigations to the infrared for possible atmospheric applications is desirable for the characterization of aerosol and gaseous species such as methane or volatile organic compounds (VOCs). However, lidar applications using the near-infrared side of the filament-generated supercontinuum remain a challenge, because of the rapid decrease of the infrared content of the supercontinuum and the \( \lambda^{-4} \) dependence of Rayleigh backscattering.

In this Letter, we report the detection of lidar signals in the near-infrared region up to 1.7 \( \mu \text{m} \) using the supercontinuum emitted from light filaments propagating in the atmosphere. This has been made possible by the combined operation of the container-embedded femtosecond terawatt laser of the Teramobile system [8] and an astronomical telescope. After suitable treatment, the detected backscattered band-integrated infrared radiation was compared with the spectrum measured in previous laboratory-scale experiments. Results show a strongly enhanced infrared spectrum from open-path propagation in the atmosphere, and therefore a more efficient frequency conversion than observed in laboratory-scale experiments.

2 Experimental set-up

The emitter of the lidar setup was the mobile femtosecond terawatt laser designed and built in the framework of the Teramobile project. This Ti:Sapphire-based laser chain delivered 290 mJ pulses, with a diameter of 9 cm, centered at 795 nm, at a repetition rate of 10 Hz. The initial pulse was slightly negatively chirped to compensate for the atmospheric group velocity dispersion, leading to an initial pulse dura-
tion of 200 fs. The output 1.5 TW beam, sent vertically, was focused a few tens of meters high in the atmosphere through a telescope of adjustable focal length.

The receiver consisted of the 2 m primary mirror telescope [9] of the Thüringer Landessternwarte (TLS) observatory located 30 m from the laser. The Coudé configuration telescope had a field-of-view of 1.2 mrad (full aperture).

The collected light was imaged with an apparent aperture number of f/92 onto a liquid-nitrogen-cooled photomultiplier tube (PMT, Hamamatsu R 5509-72, sensitivity range 300 nm–1.7 µm). To analyze the IR white-light lidar return, we recorded the signals in several spectral bands by using 4 filter sets: (i) no filter, (ii) 1–1.7 µm by use of a long-pass filter (Corion), (iii) 1.2–1.7 µm by use of a combination of two 1 mm thick Schott glass filters UG7 and VG12, and (iv) 1.5–1.7 µm by use of a long-pass filter (Corion). The signal was acquired and averaged over 16 shots on a digital oscilloscope, triggered by the laser pulses. The chirp in the laser compressor and the focus of the sending telescope were optimized to give the maximal detected signal at high altitude. The astronomical telescope was pointed towards the laser beam at about 4 km altitude, at the bottom of a cloud layer.

3 Results and discussion

Infrared backscattered signals could be detected with all filter sets used, even for the 1.5–1.7 µm range (Fig. 1). This is, to our knowledge, the first observation of an infrared lidar signal based on supercontinuum generation.

Because of the very limited spectral resolution of the measurement, we compared the actual lidar data with a simulation of the lidar signal that would have been observed if the initial IR spectrum was the same as measured in the laboratory [5]. The simulation also assumed that the previously measured supercontinuum spectrum was generated at low altitude and then propagated linearly over the 8 km forward and return path to the cloud. Since the sky was clear from the ground to the cloud, we neglected any interaction between the laser beam and low-altitude aerosols. We took into account the transmission functions of the diverse filter combinations that we used, the PMT spectral response, and the transmission of the (fully gaseous) atmosphere. This atmospheric transmission was calculated using HITRAN, assuming a mean value for the relative humidity (80%) and the temperature (270 K), both inferred from radiosonde data. The interaction with the cloud was modeled using Mie scattering calculations, and the contribution of multiple scattering was evaluated following a method derived from Bissonnette’s multiple-scattering lidar equation (MSLE) [10]. This model only considers the forward and backward lobes of the angular Mie scattering pattern and approximates them by Gaussian curves, thus allowing a quasi-analytical calculation. In our calculations, the backward peak was modeled by a polynomial instead, in order to take into account the ripple structures in the backward direction due to large particles. Besides the density of the cloud, the MSLE requires the particle size distribution as an input parameter.

From the altitude and opacity of the cloud, we considered as a first approach an altocumulus cloud of spherical water droplets with radii that follow a C.1 Deirmendjian size distribution [1]:

$$dN/dr = CN_0/r_0 r^6 \exp(-dr/r_0),$$  

where $N$ is the concentration, $r$ is the particle radius, $r_0 = 4 \mu m$ is the mode of the size distribution, $C = 388.8$ is a normalizing factor, and $N_0$ is the overall aerosol density, which was determined using a self-consistent method applied to the elastic lidar signal. More precisely, the applied procedure was as follows: (1) a first estimate $N_0^{(1)}$ was obtained from the backscattered signal, neglecting multiple scattering; (2) $N_0^{(1)}$ was used to compute the multiple scattering contribution; (3) this multiple scattering contribution was used to retrieve a second estimate $N_0^{(2)}$ from the measured lidar signal; (4) the procedure was iterated until convergence was achieved. After 4 iterations, this algorithm converged to a particle density of $N_0 = 1.2 \text{ cm}^{-3}$, corresponding to an aerosol extinction of $16.3 \text{ km}^{-1}$ at 800 nm, and a relative contribution of multiple scattering evaluated to be 30% at the fundamental laser wavelength, and decreasing to 15% at $\lambda = 2 \mu m$. The retrieved extinction value corresponds to a dense altocumulus cloud.

For all of the calculations, only the real part of the refractive index was taken into account, which is not expected to significantly affect the results, since we measured at the bottom of the cloud and the backscattering coefficient is only weakly modified by the absorption.

The simulated IR lidar signals calculated from laboratory spectral measurements lie much below the measured results (respectively V and O symbols on Fig. 1), with a ratio of about one order of magnitude above 1.5 µm. This indicates that the frequency conversion into the spectral region 1–1.7 µm was significantly more efficient in our large-scale experiment than in previous laboratory measurements. This is due to the much longer interaction path in the atmosphere. Notice that differences between long-range propagation and focused geometries have also been observed in the visible: a plateau has been observed in the visible side of the spectrum emitted by filaments generated by slightly focused beams (see e.g. [3] and [7]), while a sharp decrease has been observed in the case of stronger focusing (such as e.g. in [5]). Moreover, the a-
mosphere is clear below the cloud layer. Hence, no influence from low-altitude atmospheric aerosols on the SCG was expected in our experiment.

Since the cloud size distribution was set to a plausible value, we checked the influence of the mode $r_0$ of the particle size distribution on the retrieved intensity in a fixed wavelength range of filter set 4 (1.5–1.7 μm). For values of $r_0$ above 2 μm, the calculated intensity backscattered from the cloud exhibits a weak dependence and reaches a maximum for $r_0 = 3$ μm. Below 3 μm, it drops significantly as a consequence of the lower Mie scattering efficiency in the IR. Results of the calculations are presented in Fig. 2, both with and without taking multiple scattering into account. Even in the worst case situation ($r_0 = 3$ μm) the observed IR signal is 7 times larger than the signal expected from the laboratory spectrum [5]. Similar behavior was observed for the other filter sets. The same calculation was performed with and without taking multiple scattering into account, showing that the multiple scattering is negligible for size distributions centered below several microns, while for larger particles, its effect is an enhancement of the difference between the measured and calculated signals.

In order to get more insight into the spectral dependence of our lidar measurement, we assumed that the decrease of the supercontinuum spectral profile generated in the atmosphere follows an exponential decay on the IR side, as observed in the measurements under laboratory conditions [5]. By adjusting the corresponding exponential slope factor to the experimental data, we obtained a decrease of 1 decade per micron, instead of 3 decades as for the laboratory-scale spectrum. This corresponds to a 7% energy conversion efficiency into the 1–1.7 μm band, instead of 0.5% in the laboratory spectrum of [5]. This high efficiency conversion would make the IR part of the SCG a good candidate for many applications requiring ultrashort pulsed IR broadband sources, such as lidar or time-resolved spectroscopy.

4 Conclusion

Near-infrared lidar signals have been recorded from an altitude of up to 4 km, using the broadband white light generated from filaments propagating in the atmosphere. The signal measured for infrared wavelengths is about ten times stronger than expected from simulations from previous laboratory experiments [5]. This result could be attributed to the longer interaction path that results from a weaker focusing. Signal extension to the mid-infrared spectral range can be valuable for the detection and identification of atmospheric pollutants (particularly VOCs) that display characteristic absorption bands in this spectral region. The knowledge of the white-light spectral density is a key feature, as it constitutes the background spectrum of potential altitude-resolved absorption spectra for multi-pollutant detection. This work yields interesting insights for the application of supercontinuum-based LIDAR systems.
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The acoustic wave emitted from the plasma channel associated with a filament induced by a femtosecond laser pulse in air was detected with a microphone. This sonographic detection provides a new method to determine the length and the spatial profile of the free-electron density of a filament. The acoustic wave is emitted owing to the expansion of the gas in the filament, which is heated through collisions with high-energy photoelectrons generated by multiphoton ionization. Compared with other methods, the acoustic detection is simpler, more sensitive, and with higher spatial resolution, making it suitable for field measurements over kilometer-range distances or laboratory-scale studies on the fine structure of a filament. © 2003 Optical Society of America
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1. Introduction

High-energy femtosecond laser pulses propagating in air form long filaments, owing to an equilibrium between Kerr focusing and defocusing on laser-induced plasma. The properties of the filaments open exciting perspectives for applications, such as white-light lidar and laser lightning control. These applications in turn stimulate the need for better characterization of the filamentation propagation, especially the need of the precise determination of the length and the spatial profile of the free-electron density of a filament. Not only is the laser triggering and guiding of high voltage discharge based on the plasma channel associated to a filament, but also the backscattering enhancement of the white light, interesting for lidar applications, is considered to be due to the refractive-index gradient induced by free-electron distribution. Some methods have been used to measure the free-electron density in a filament. An electric field induced by free electrons has been detected by an antenna. Fluorescence from excited N$_2$ molecules and N$_2^+$ ions has been measured with a spectrometer along a filament and more recently in the backscattering direction. A diffraction interferometer has been used to determine the decay of the free electrons. More recently, subterahertz radiation from a filament has been detected with a heterodyne detector. The application of these current methods, however, is mainly limited to laboratory-scale experiments. On the atmospheric scale, a slightly focused or a collimated beam lead to long filaments (length exceeding 10 m). A more sensitive and simpler operational method is therefore needed. In this paper, we demonstrate that the acoustic wave emitted from a long plasma channel associated to a filament can be detected with a microphone with high sensitivity, low noise, and high spatial resolution. Furthermore, the acoustic detection presents a large dynamic range, exceeding 3 orders of magnitude.

2. Experimental Setup and Results

In our experiments (Fig. 1), a chirped pulse amplification (CPA) laser delivered pulses of 120 fs in duration and 8 mJ in energy with a 20-Hz repetition rate at 810 nm. The output beam was focused by a spherical mirror with a focal length of 5 m to initiate a filament in the laboratory. The beam diameter was ~7 mm (1/e level) on the spherical mirror. A microphone (bandwidth, ~15 kHz together with its amplifier) was installed inside a shielding tube oriented perpendicularly toward the filament at a distance of 10 cm from it. The tube had a length of 7 cm and an inner diameter of 0.6 cm, restricting the directly measured filament to a length of 1.1 cm. A pulsed acoustic signal was detected by the microphone and recorded by a digital oscilloscope syn-
chronized to a laser pulse by use of a photodiode that detected scattered light from the spherical mirror. In Fig. 2 a typical acoustic signal is shown with an average over 256 laser pulses. The acoustic signal exhibits an overpressure followed by a underpressure, typical for a shock wave due to an explosion. After the initial shock wave some secondary peaks are also detected owing to echo from the surrounding natural reflectors near the setup. The voltage of the first peak as a function of the propagation distance $z$ is shown in Fig. 3. One first notices the slope changes and signal jumps on the curve at 2.5 and 7 m, as indicated by the arrows. The beam profile was checked with impacts on a black paper. The highest intensity spots in the filament drilled holes in the paper, while the surrounding intensity whitewashed the paper. The impacts showed that three small filaments started around 2.5 m and that beyond 7 m, the beam intensity was not powerful enough to drill the black paper. The profile checks also showed the fusion of the three initial filaments into a single filament around 4.2 m. The jump on the signal around 2.5 m thus indicates the starting of the plasma channel (the Kerr focusing collapse point), and the rapid decrease of the signal around 7 m the ending of it. That allows us to determine the length of the plasma channel of 4.5 m. Before and after the plasma channel, a pulsed acoustic signal was still detected over the background acoustic noise, which was estimated to 0.2 mV in our laboratory. This noise level is 3 orders of magnitude under the maximal acoustic signal ($\sim$500 mV) that we detected at the center of the filament, corresponding to a plasma density 3 orders of magnitude lower than that measured in the center part of the filament, as we will see in Section 3. We interpret the signals detected outside the filament as being due to the ionization of dust particles in air. In a dust-free, clean laboratory we observed a much lower background and, as a consequence, much larger jumps of the acoustic signal in the starting and the ending points of the filament. Once the filaments start, the signal increases exponentially [$S(z) \propto \exp(0.021z)$] and reaches a plateau at 4.2 m, before the geometrical focal point (see the insert in Fig. 3), where the three initial filaments collapse into a single filament. After the plateau, the decrease of the signal is quite similar to the increase [$S(z) \propto \exp(-0.022z)$]. A check of the black paper showed a minimal filament diameter in the range of 100–150 $\mu$m in the plateau, where the acoustic signal reached its maximal value. An energy in the filament of $\sim$0.8 mJ ($\sim$10% of the total energy) was determined by use of a power meter and a diaphragm that allowed only the filament through.

3. Discussions

It is well known that in a filament with a femtosecond laser pulse, air molecules (nitrogen and oxygen) are partially ionized through the multiphoton ionization (MPI). The photoionization dynamics in an intense laser field has been extensively studied.\(^{14}\) It has been shown that photoelectrons are ejected from molecules with an initial kinetic energy of a few electron volts,\(^{15}\) which corresponds to an initial free-electron temperature in the order of $10^4$–$10^5$ K. An energy transfer occurs between the free electrons and the background gas (ions and neutral molecules) owing to

![Fig. 1. Experimental setup. The spherical mirror (with 5-m focal length) was used with a small incident angle (1.2°) to reduce the astigmatism. The laser beam had a diameter of 7 mm ($e^{-1}$ level) at the spherical mirror. The origin of the Oz axis corresponds to the location of the spherical mirror. The beam dump was located 14 m from the spherical mirror.](image1)

![Fig. 2. Acoustic signal recorded by a digital oscilloscope synchronized on laser pulses with an average over 256 shots. The origin of the time axis is the laser pulse.](image2)

![Fig. 3. Peak acoustic signal as a function of the propagation distance $z$. The arrows show the starting and the ending points of the plasma channel. The insert presents a detail of the signals between 400 and 500 cm from the spherical mirror.](image3)
elastic and inelastic collisions. The gas in the filament is then heated to a high temperature when thermal equilibrium is reached in the filament. The heated gas expands, leading to a shock wave emission.

Detailed theoretical analysis of the energy transfer between free electrons and heavy species (ions and neutral molecules) in a femtosecond pulse-induced plasma has been given by V. E. Gusev\textsuperscript{16} for solid-state targets and by F. Vidal \textit{et al.} for the air.\textsuperscript{17} The authors estimated the time of the energy transfer from electrons to heavy species in the order of $10^{-11}$ s for typical solid-state targets and in the range of $10^{-9}$–$10^{-8}$ s in the air. Especially a final equilibrium temperature of approximately 0.1 eV (corresponding to a temperature of 1200 °K) is reached in a filament in air $10^{-6}$–$10^{-5}$ s after the exciting laser pulse.\textsuperscript{17}

The relationship between the acoustic signal and the initial free-electron density has been studied by some authors. For example, when the acoustic technique was used to measure the multiphoton absorption by polyatomic molecules, it has been demonstrated that the first peak in the acoustic waveform is proportional to the optical energy absorbed by the gas.\textsuperscript{18} For a given gas and a given excitation wavelength, the absorbed energy is in turn proportional to the initial free-electron density generated by the MPI. Therefore in our experiments, the microphone signal shown in Fig. 3 provides a direct measurement on the free-electron density profile in the plasma channel. If we define the beginning and the end of a filament as the points where the acoustic signal jumps and where the slope of the electron density profile changes (i.e., where the signal due to the plasma generated in the filament overrides the noise from the background aerosols), the simple and reproducible sonometric experiments yield a clear measurement of the filament length.

In Fig. 3, we remark that the free-electron density varies over nearly 2 orders of magnitude along the channel (actually, ~50 times). This large dynamic range is due to the high-order nonlinearity of the MPI process: A small variation of the light intensity in a filament leads to a large variation in the free electron density. By use of an effective power-law dependence of $I^\alpha$ for the ionization rate on the light intensity $I$, and taking a value of 7.5 for $\alpha$,\textsuperscript{19} the measured variation for the free-electron density corresponds to a variation of a factor 1.7 only in light intensity, which is consistent with the expected intensity clamping in a filament.\textsuperscript{20}

To determine the absolute free-electron density, a calibration with cross-check measurements is needed. The calibration can be provided in laboratory experiments, for example by the fluorescence of $N_2$ or $N_2^+$, or the electric conductivity measurements.\textsuperscript{21} However the cross-check calibration might not be always necessary, because of the self-organized nature of the filaments, in which the maximum free-electron density is determined by the equilibrium between Kerr self-focusing and defocusing on the plasma. An universal value, or at least a universal order of magnitude, is found for the maximal value of the free-electron density, independently of the input laser pulse parameters. This maximal value for the free-electron density can also be considered as a consequence of the intensity clamping in the filaments, which limits the free-electron density to a typical value of $3 \times 10^{16}$ cm$^{-3}$ (Ref. 21). In most experiments, when the input laser pulse parameters (energy, duration, chirp, or focusing) are changed, the resulting filaments can have different locations (starting and ending positions), lengths, and free-electron density profiles. The sonographic detection provides a precise and simple method to determine these filament parameters.

The particular spatial plasma profile observed in our experiment is due to our experimental configuration. In particular, the use of a focusing mirror, which was needed to observe filaments in a short propagation distance inside of our laboratory, made the filament diverge rapidly after the geometrical focus point. That corresponds to the quick decay of the observed acoustic signal. Even though refocusing\textsuperscript{6} after the geometrical focus can be observed, a filament formed with the use of a focusing lens is in general shorter than a filament formed by a pure self-focusing in a collimated beam. Before the geometric focus, the filament starts owing to the Kerr focusing, as described by the moving focus model.\textsuperscript{22}

4. Conclusion

We have demonstrated that the acoustic wave emitted by a filament is a suitable observable for a non-destructive determination of the presence of the plasma channel, its length, and its free-electron density profile. The advantages of the sonographic method are the simplicity, the sensitivity, and the high spatial resolution, thanks to the low speed of the sound. In a field experiment one could take advantages of this simple and sensitive detection method to perform long-distance propagation measurements, while in a laboratory-scale experiment one could benefit from the high spatial resolution (within one centimeter) to study the fine structure in a filament. However, the propagation of the acoustic wave is essentially transverse to the axis of the filament, owing to the cylindrical form of a filament. This limits the use of the acoustic detection in the backwards remote-sensing configuration.

This work was performed in the framework of the Teramobile project, funded jointly by the Centre National de la Recherche Scientifique and the Deutsche Forschungsgemeinschaft. J.-P. Wolf acknowledges financial support from the Institut Universitaire de France.
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White-Light Filaments for Atmospheric Analysis
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Most long-path remote spectroscopic studies of the atmosphere rely on ambient light or narrow-band lasers. High-power femtosecond laser pulses have been found to propagate in the atmosphere as dynamically self-guided filaments that emit in a continuum from the ultraviolet to the infrared. This white light exhibits a directional behavior with enhanced backward scattering and was detected from an altitude of more than 20 kilometers. This light source opens the way to white-light and nonlinear light detection and ranging applications for atmospheric trace-gas remote sensing or remote identification of aerosols. Air ionization inside the filaments also opens promising perspectives for laser-induced condensation and lightning control. The mobile femtosecond-terawatt laser system, Teramobile, has been constructed to study these applications.

Remote sensing of the atmosphere is necessary for determining both the chemical and dynamic processes that affect problems such as global warming, ozone loss, tropospheric pollution, and weather prediction. Some approaches bring the instrument to the remote sample, for example, balloon- and aircraft-borne instruments that analyze composition through techniques like mass spectrometry (1). The variety of data provided by this type of instrument is difficult to achieve with other methods, but those local methods can be expensive for routine daily studies needed to create archival data sets. The other main approach is to use optical spectrometry to probe a long path through the atmosphere. The path can be fixed, as is the case with Fourier-transform infrared spectroscopy (FTIR) and differential optical absorption spectroscopy (DOAS). These methods allow us to retrieve precise data about the abundance of a large group of atmospheric constituents from the optical absorption of the sunlight or moonlight along its path across the atmosphere (1). The light detection and ranging (LIDAR) method, based on atmospheric backscatter signals from actively emitted light pulses, is free from such predetermined absorption paths and provides three-dimensional distributions of atmospheric trace gases, as well as aerosol abundance, size, and phase information (1). LIDAR, however, is generally restricted to the detection of only one substance at a time. For example, in differential absorption LIDAR (DIAL), two lasers are used to monitor trace gases. One emits at the wavelength of peak absorption of the target trace gas, and the other emits at a nearby wavelength where the target gas does not absorb radiation. The difference in the decay between the signals from both lasers will reflect the target gas’s concentration.

The main limitation of these long-path absorption methods is that they are constrained by their light sources. Methods that use the Sun or Moon as light sources are path- or intensity-limited, and laser sources are wavelength-limited and hence require multiple instruments for what is essentially the same experiment. Finally, LIDAR is not well suited for the analysis of aerosol compositions such as the identification of bioagents.

The need for an atmospheric sensor that combines the advantages of DOAS, FTIR, and LIDAR resulted in the idea of producing a remote “white lamp” by generating a laser-induced plasma focus in the atmosphere. Recent advances in ultrafast lasers have shown that high-power laser light can, under certain power and focusing conditions, create extended regions of ultra-intense illumination (2–4). To reach the required power at the remote location, we designed an experiment to send a slightly focused, high-power femtosecond laser pulse (100 fs, 3 TW) into the atmosphere with an initial negative chirp, that is, with the shorter wavelengths emitted before the longer ones. Instead of a small spot of a plasma focus, an extended white-light channel was observed (5, 6) (Fig. 1), similar to previous observations on shorter scales in the laboratory (2–4). Unlike the fundamental infrared laser wavelength (~800 nm), the white-light channel was clearly visible to the naked eye (5, 6). [See the photograph on page 54 of this issue (4).] The phenomenon also occurred with a spatially unfocused laser beam. The spectrum of the emitted light covered the entire visible range from the ultraviolet (UV) to the infrared (IR), and its signal could be detected from altitudes beyond 10 km.

The fundamental aspects of the observed non-linear optical phenomena and their potential application for optical remote sensing (fs LIDAR) provide the basis for the Teramobile project.

**Fig. 1.** Long-distance white-light propagation and control of nonlinear optical processes in the atmospheres. Images of the Teramobile fs laser beam propagating vertically were taken with the charge-coupled device camera at TLS observatory. (A) Fundamental wavelength, exhibiting signals from more than 20 km and multiple-scattering halos on haze layers at 4- and 9 km altitudes. (B) With GVD precompensation. (C) Without GVD precompensation. (D) With slight GVD precompensation. The conical emission imaged on a haze layer is apparent.
Filamentation

Filamentation occurs when adequate high-power fs laser pulses propagate across transparent media such as glass or air (2-4, 9, 10). It is initiated by Kerr-lens self-focusing due to an intensity-dependent refractive index of matter: \( n = n_0 + \Delta n_{\text{Kerr}}(I) = n_0 + n_2 I \), where \( n_2 = 3 \times 10^{-19} \text{ cm}^2/\text{W} \) in air. As a consequence of the usually Gaussian transverse intensity distribution \( I \) in the laser beam, the refractive-index profile behaves like a focusing lens. When the beam power exceeds the critical power \( P_{\text{crit}} = (1.22 \lambda^2/128n_2) \) of several GW in air (11), the Kerr lens overcomes diffraction and leads to a beam collapse, with all the energy concentrated close to the axis. This strong focusing combined with the high power of femtosecond pulses yields high intensities, leading to high-order multiphoton ionization of air. The resulting free-electron density of \( 10^{16} \) to \( 10^{17} \text{ cm}^{-3} \) contributes negatively to the index of refraction and has the effect of creating a defocusing plasma lens. From this point, the Kerr and plasma contributions to the refractive index balance out, resulting in a dynamic guiding of the light as thin filaments with a typical diameter of 100 \( \mu \text{m} \). The filaments propagate over distances of hundreds of meters, exceeding the Rayleigh length by orders of magnitude (12-15). The high intensity in the filaments (\( \sim 4 \times 10^{13} \) to \( 6 \times 10^{13} \text{ W/cm}^2 \)) (16, 17) induces strong self-phase modulation, leading to the emission of a broadband white-light continuum ranging from 230 nm to 4.5 \( \mu \text{m} \) (18, 19).

A certain amount of this white light is emitted in a narrow cone in the forward direction, with a typical cone half-angle of 0.1\(^\circ\), ranging from longer wavelengths in the center to shorter wavelengths at the cone edges (3, 20). However, it has been shown in the laboratory that a considerable portion of the white light is scattered preferentially in the backward direction (21). This phenomenon is of particular importance for LIDAR applications. For powers much larger than the critical power, the modulational instability breaks the beam into several filaments. Hence, the beam propagates as a bundle of parallel filaments, which vanish and reappear in new patterns over long distances (7, 22).

**Atmospheric Experiments**

Atmospheric diagnostics based on nonlinear optical processes like white-light generation, multiphoton-induced fluorescence, or harmonic generation require the delivery of high laser intensities at remote distances and high altitudes. Because filamentation counteracts diffraction over long distances, it is better suited to that purpose than is linear propagation, which allows focal lengths of some hundred meters at best, and at the cost of focusing optics such as large-aperture telescopes with adaptive optics.

However, using filamentation requires control of group velocity dispersion (GVD), which normally increases the duration of short laser pulses propagating across the atmosphere. This duration increase is due to their intrinsic pulse bandwidth of typically 20 nm and occurs because the spectral components with longer wavelengths (“red” components) of the laser spectrum propagate faster than those with shorter wavelengths (“blue”). This effect, however, can be turned into an advantage by launching negatively chirped pulses, for which the blue component precedes its red component at the output of the fs-laser compressor. Such a negatively chirped pulse shortens temporally while propagating, and its intensity increases until the conditions for filamentation, which generates the white light, are reached (6).

The chirp-based control of the white-light supercontinuum has been demonstrated by using the Teramobile laser placed near the 2-m telescope of the Thürringer Landessternwarte Tautenburg (TLS) observatory in Germany. The laser beam was launched vertically, and the backscattered light was imaged through the telescope. Figure 1A shows a typical image obtained at the fundamental wavelength (800 nm) of the laser. Multiple scattering halos are observed on two haze layers at altitudes of 4 and 9 km, and the beam is visible up to more than 20 km in altitude. Tuning the same observation to the white-light continuum in the blue-green band (385 to 485 nm) and comparing images taken with different initial chirp settings (Fig. 1, B and C) shows that the white-light signal can only be observed with adequate GVD precompensation. In Fig. 1D, the image of the conical emission of the filament appears projected on a haze layer.

**The Teramobile**

Field experiments require mobility to perform investigations at adequate locations. Studies of high-power fs-laser beam propagat-
tion over km-range distances can only be performed realistically in outdoor experiments. The fs-LIDAR measurements have to be performed where relevant gaseous or aerosol pollutants occur, for example, in urban areas or at industrial sites. Laser-lightning studies require spots where the lightning probability is high, as well as test experiments at high-voltage facilities. These considerations clearly define the need for a mobile fs-TW laser system embedded in a standard freight container-integrated laboratory equipped with the necessary LIDAR detection, power and cooling supplies, temperature stabilization, vibration control, and an additional standard LIDAR system to ensure eye safety.

These requirements were achieved by the Teramobile system (23). The laser itself is based on the chirped-pulse amplification technique (24), with a Ti:sapphire oscillator and a Nd–yttrium aluminum garnet (YAG)–pumped Ti:sapphire amplification chain. It provides 350-mJ pulses with a 70-fs duration, resulting in a peak power of 5 TW at a wavelength of ~800 nm and a repetition rate of 10 Hz. Its integration in the reduced space of the mobile laboratory required a particularly compact design. The classic compressor has been improved into a chirp generator to precompensate the GVD in air. Combined with an adjustable focus, this setup permits us to control the distance of the onset of filamentation and its length. The LIDAR detection chain is based on a 40-cm receiving telescope, a high-resolution spectrometer equipped with a set of gratings, and detectors allowing simultaneous temporal and spectral analysis of the return signal in a wavelength range between 190 nm and 2.5 μm.

The fs-LIDAR experimental setup is shown in Fig. 2A. After passing a (negative) chirp generator, the fs-laser pulses are launched into the atmosphere. As a result, filaments are generated at a predetermined distance. The backscattered white light is then collected by a telescope and focused through a spectrometer on a time-resolved detector. Figure 2B shows three transients of spectrally filtered return signals recorded in the time window after the laser was fired: two, as an indicator for white light, were recorded at λ = 300 and 600 nm; the other was recorded at the third-harmonic (TH) wavelength (λ = 270 nm) (25). The vertical axis indicates the altitude at which the signals were backscattered. The initial strong signal increase is due to the progressive overlap between laser and telescope field of view. The white-light signal at 600 nm reaches an altitude of ≥5 km. Stronger Rayleigh scattering at shorter wavelengths causes the UV wavelengths to vanish shortly above 1 km. The strong decrease of the TH signal is due to a high tropospheric ozone concentration (typically 100 μg/m³) at the time of measurement.

The fs-LIDAR experimental setup is shown in Fig. 2A. After passing a (negative) chirp generator, the fs-laser pulses are launched into the atmosphere. As a result, filaments are generated at a predetermined distance. The backscattered white light is then collected by a telescope and focused through a spectrometer on a time-resolved detector. Figure 2B shows three transients of spectrally filtered return signals recorded in the time window after the laser was fired: two, as an indicator for white light, were recorded at λ = 300 and 600 nm; the other was recorded at the third-harmonic (TH) wavelength (λ = 270 nm) (25). The vertical axis indicates the altitude at which the signals were backscattered. The initial strong signal increase is due to the progressive overlap between laser and telescope field of view. The white-light signal at 600 nm reaches an altitude of ≥5 km. Stronger Rayleigh scattering at shorter wavelengths causes the UV wavelengths to vanish shortly above 1 km. The strong decrease of the TH signal is due to a high tropospheric ozone concentration (typically 100 μg/m³) at the time of measurement.

**Aerosols**

Aerosols are a key component of atmospheric pollution. They can act, for example, as catalysts for heterogeneous chemistry or as carriers for adsorbed carcinogenic species into the lungs. More recently, the prospect of bioterrorist attacks has increased the urgency for an early-warning system based on selective remote sensing of aerosols. The strong scattering by atmospheric aerosols allows ready LIDAR observation. However, their diversity of size, shape, and composition makes their remote identification a difficult challenge. Using multispectral LIDAR techniques (27), we can retrieve the abundance, particle size, and refractive index, but at present this can only be done with aerosol models. No remote-sensing method yet allows us to determine the composition of aerosols. The high peak power of the fs pulses offers the possibility of achieving this goal by generating nonlinear effects directly inside the aerosol particles. Ultrashort pulses are focused onto a bright hot spot inside a liquid droplet as it forms a spherical microcavity. At this location, the cross section for nonlinear processes like multiphoton-excited fluorescence (MPEF) is enhanced (28). Although this fluorescence light is emitted isotropically from the hot spot, the reciprocity principle ensures that it is refocused into the backward direction by the droplet itself, favoring its detection by LIDAR. Moreover, signal optimization by pulse shaping would yield unique shaping signatures for individual fluorophores (29). This signature could allow us...
to identify species despite their similar fluorescence spectra.

We recently applied the MPEF process to the remote identification of clean and contaminated water particles (30). In the experiment, we produced a controlled distribution of water droplets of about 1.5 μm diameter in an open cloud chamber, which was placed 50 m away from the Teramobile system. The droplets were doped with the biosimulant riboflavin, which exhibits a characteristic fluorescence emission around 540 nm. When the cloud was illuminated with adequate peak power (250 GW), a two-photon excited fluorescence signal (Fig. 3A) emerged from the riboflavin-containing droplets, allowing us to unambiguously identify the signature of the biosimulant. This result demonstrates the ability of nonlinear LIDAR to distinguish bioaerosols from natural background aerosols of the same size (Fig. 3A).

The ionized laser-induced filaments also provide the opportunity to detect supersaturation of the atmosphere directly. Supersaturation refers to an atmosphere in which water vapor has not condensed to form clouds, despite thermodynamic conditions (humidity, temperature, and pressure) that imply condensation at equilibrium. Condensation requires sufficient nucleation germs, either natural or artificial, for example, heavy molecules such as AgI. Charges induced by laser filaments—instead of the commonly used ionizing radiation from a radioactive source—can serve as nucleation germs. In our experiments, we sent fs-laser pulses into a fog chamber, allowing the supersaturated water vapor to nucleate around the radiation-induced charges. Strong droplet formation was observed inside the chamber after each laser shot (Fig. 3B). This result demonstrates the possibility of creating laser-induced nucleation germs at distances that can be controlled by the laser chirp. The ability to determine by remote probing whether the atmosphere is supersaturated is of great importance for the prediction of rain, hail, or snow.

**Toward Lightning Control**

The possibility of triggering and guiding lightning with laser beams has been debated for more than 30 years (31). The main concern is to protect sensitive sites, such as electrical installations or airports, from direct strikes and electromagnetic perturbations. Early studies in the 1970s and 1980s with nanosecond lasers (32) showed severe limitations arising from the lack of connected plasma channels. However, the advent of high-power fs lasers, which produce ionized plasma channels with electron densities several orders greater than that required for lightning initiation in the atmosphere, N_nucleation ≈ 5 × 10^{11} \text{cm}^{-3} (33), opened new opportunities in this domain (34).

Rodriguez et al. recently demonstrated simultaneous triggering and guiding of large gap discharges in air by laser filaments (35). The Teramobile system was placed inside the high-voltage (HV) facility of the Technical University of Berlin, with its horizontal output beam in line with the electrodes. The filament spanned the whole 1- to 3-m gap between the electrodes (Fig. 4A). Figure 4B shows a typical erratic discharge between the two electrodes when no laser filament is present. Once the filaments are properly located and timed with respect to the HV pulse, a fully guided straight discharge (Fig. 4C) is obtained. Moreover, the breakdown voltage is reduced by >30%, demonstrating the ability of fs-laser filaments to trigger HV discharges by ohmic bridging of the electrodes. The experiment opens fascinating perspectives with regard to fs-laser-induced triggering of lightning.

**Conclusion**

In the past few years, knowledge about the propagation of ultrashort laser pulses in air and the related nonlinear optical effects has progressed steadily. In particular, the extended fs laser–induced white-light filaments hold promise for applications in atmospheric science. Several encouraging experiments have raised hopes for fs laser–based lightning control and protection, as well as for remote analysis of the atmosphere in the fields of multicomponent trace-gas diagnosis by fs white-light LIDAR, composition analysis of aerosols, and detection of atmospheric supersaturation. The development of these applications will further be assisted by the expected progress in ultrashort laser technology, such as direct diode pumping, miniaturization, and the development of two-dimensional beam profile and pulse-shaping techniques. Such innovations will greatly improve the versatility, reliability, and ease of operation of fs laser sources and hence make them even more valuable for atmospheric applications.
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Ultrashort, high-power laser pulses propagating vertically in the atmosphere have been observed over more than 20 km using an imaging 2-m astronomical telescope. This direct observation in several wavelength bands shows indications for filament formation at distances as far as 2 km in the atmosphere. Moreover, the beam divergence at 5 km altitude is smaller than expected, bearing evidence for whole-beam parallelization about the nonlinear focus. We discuss implications for white-light Lidar applications.
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INTRODUCTION

High-power ultrashort (femtosecond) laser pulses propagate in air in a self-guided mode due to a dynamic balance between Kerr-lens focusing and defocusing on laser-induced plasma [1]. This results in a breakup of the beam in one or several filaments of about 100 μm in diameter that propagate over distances much longer than the Rayleigh length. Each filament contains a very high, quasiconstant, intensity of typically 10 14 W/cm 2 [2,3], which allows efficient self-phase modulation and generation of a broadband white-light continuum spanning from the UV [4] to the mid-IR [5].

These properties open exciting perspectives for applications [6] such as white-light Lidar (light detection and ranging) [7,8] and laser lightning control [9,10]. These applications in turn stimulate the need for a better characterization of the filament formation over atmospheric scales, i.e., in the km range. In particular, the filaments onset and length are key parameters for spectroscopic measurements of atmospheric compounds and for depositing the desired intensities on remote targets. Wille et al. [11] have shown that the filament location strongly depends on the peak power and initial chirp. A negative chirp (i.e., launching the blue part of the spectrum before the red part) can be used to compensate group-velocity dispersion (GVD) in air, and thus to select the distance at which the Fourier components will recombine, leading to high intensity. Together with spatial focusing using a sending telescope, this “temporal focusing” allows us to select the distance at which filamentation will start. Filamentation lengths up to 200 m have been reported by La Fontaine et al. [12] on a horizontal optical path. Conversely, in vertical propagation, Rairoux et al. [7] have detected white light from altitudes as high as 13 km, but without evidence that the continuum was generated at that altitude rather than near to the ground, with subsequent linear propagation and elastic backscattering.

Vertical propagation is of particular interest because (1) the gradients in pressure and temperature with altitude modify the nonlinear propagation process [13] and (2) most of the atmospheric applications such as Lidar profiling and lightning control require a vertical laser emission. However, characterizing vertical propagation at high altitude is a difficult task because the strong nonlinearity of the problem prevents extrapolation from experimental results at short distances and/or reduced peak powers. Moreover, most numerical simulations [14,15,16] require unreasonable times to get insight in the km-range propagation. First theoretical results about propagation over kilometer-range distances have been reported recently, predicting an overall collapse of the pulse above 20 km altitude under adequate laser parameters [17]. However, this long-distance result was obtained at the cost of a simplified variational calculation, illustrating how difficult exact long-distance propagation simulations are. Propagation experiments at long distance are needed to validate such emerging numerical simulations, and to develop simpler models allowing reasonable computing times usable for applications. The current filament characterization techniques are based on filament conductivity [18,19], nitrogen fluorescence [20], sonometry [21], or terahertz radiation [22], which are local measurements, and thus unpractical for very-long-distance measurements, especially in the vertical direction.

In this paper, we investigate the vertical propagation of ultrashort, high-power laser pulses over more than 20 km in the atmosphere. Spectral as well as geometrical data have been acquired using a large scale (2 m) imaging telescope and permit us to fully characterize the beam geometry, showing evidence of anomalous beam propagation on km scales. These measurements constitute a data set for nonlinear propagation in a gaseous medium with (known) decreasing pressure and temperature gradients. Moreover, the white-light generation at high altitudes is investigated as a function of the laser parameters, especially chirp and initial focusing. These data are used for the optimization of white-light Lidar configurations.
EXPERIMENTAL SETUP

Experiments were performed using the Teramobile system as ultrashort laser source. This mobile femtosecond laser system is described in detail elsewhere [11]. Briefly, it consists of a Ti:sapphire oscillator and CPA amplification chain integrated in a mobile laboratory. It also includes a full Lidar detection equipment. The Teramobile laser provides 100 fs pulses with a peak power of 3 TW in the near infrared (800 nm), at a repetition rate of 10 Hz. In most of the experiments, the laser beam was emitted vertically as a parallel beam with a typical 1/2 \( \frac{e}{2} \) diameter of 3 cm. However, in some of the experiments, an off-axis sending telescope with a tunable focal length was used to expand the beam by a factor of 3, and focus it, with an adjustable focal length. In addition to focusing and initial diameter, the initial laser chirp was varied during the experiments by moving a grating in the compressor. Three chirp values have been used: a short pulse with slight GVD precompensation (150 fs pulse duration), as well as long pulses with strong GVD precompensation and anticontrol (both with 600 fs pulse duration). The focus and chirp changes did not alter the alignment of the laser beam, which remained vertical within \( \pm 0.3 \) mrad along the whole experiment.

The Teramobile system was installed at a distance of 30 m from the \( f = 4 \) m, 2-m diameter telescope [23] of the Thuringer Landessternwarte (Thuringian State Observatory/TLS) in Tautenburg (Germany), used in its Schmidt (imaging) configuration. The imaging device was a CCD with 2048 \times 2048 pixels, providing an angular resolution of 6 \( \mu \)rad/pixel. The sensitivity range of the CCD is 350 to 1000 nm. Integration times between 1 s and 1 h have been used, although typical exposure times ranged between 1 and 360 s. The good linearity of the 16-bit CCD camera allowed us to intercalibrate the relative intensity between images with different integration times.

The slightly off-axis position of the Teramobile, 30 m away from the telescope, allowed both (i) cross-section images of the beam on the bottom of clouds or haze layers acting as screens and (ii) side imaging of the Rayleigh-scattered light from the beam over large altitude ranges (Fig. 1). In the latter case, the precise altitude was retrieved using adequate triangulation. This range was cross checked by precise classical Lidar measurements of the cloud height in the near-IR channel. The astronomical telescope is always focused to infinity, generating a blur on the images, especially at low altitudes. When using the images to retrieve the beam divergence, the beam profiles measured are deconvolved with the blur function of the telescope at the considered distance.

Images have been taken with several glass filter sets (Table I), covering the visible and infrared sides of the white-light continuum, as well as the fundamental wavelength. To take into account the high dynamics of the white-light spectrum [5], the contribution of the fundamental to the overall signal going through each filter is estimated, based on an integration of the spectrum previously measured in the laboratory [5]. Filters B and BG, which have rejections of better than \( 10^{-15} \) around 800 nm, block the fundamental completely.

RESULTS AND DISCUSSION

Nonlinear propagation and filamentation

Nonlinear propagation and filamentation of ultrashort lasers in air have recently been studied both theoretically [15,24,25] and experimentally [26,27,28]. However, most of the studies were limited to short distance (up to some tens of m) and/or low pulse energy. When the laser pulse power is of the order of the critical power \( P_c \approx 3 \) GW [29] the beam forms a single filament of typically 100 \( \mu \)m in diameter, which can propagate over several meters. 10–20% of the total pulse energy (i.e., a few mJ) is then localized in the filamentary structure [30], while the rest of the energy remains in the surrounding unfocused beam that propagates with it. This surrounding “energy reservoir” dynamically feeds the filament [16,30] and allows it to propagate over long distances. The high intensity inside the filament (\( 10^{14} \) W/cm\(^2\)) generates new frequencies in the laser spectrum by self-phase modulation (SPM), leading to a broad supercontinuum [Fig. 2(a)]. Part of this supercontinuum is, however, emitted in a narrow cone around the filament. The angle of this conical emission decreases with wavelength, contrary to usual diffraction [26,31,32].

When the laser pulse power reaches several 10–100\( P_c \), as is the case for TW lasers, the beam breaks up in many “cells,” which each contain about the critical power and generates a filament. The whole beam is formed of a large number of filaments, interacting with a surrounding “photon bath” containing the rest of the pulse energy. It has been predicted numerically that the beam as a whole, including the photon bath, propagates nonlinearly, with a turbulent energy exchange between permanently nucleating and dying filaments and the photon bath itself [16]. Figure 2(b) shows
an experimental cross section of such a TW laser beam, after 15 m propagation. In this picture, an IR filter has been used to cut off the white-light continuum generated by each filament. Light emission from the different filaments has been found to be coherent [33]. Recent high-level three-dimensional (3D) [34] and 4D calculations (3D+time) [16] have been able to successfully simulate this behavior over ten to several tens of meters. Numerical instability related to the high nonlinearity of the nonlinear Schrödinger equation prevented simulations over longer distances. The propagation over longer (km-range) distances, and related questions such as (1) the filamentation length, (2) the propagation characteristics (e.g., divergence) of the whole beam including photon bath, and (3) the effect of pressure and temperature gradients are unknown so far.

Long-distance–high-resolution imaging of nonlinearly propagating TW lasers

Figure 3(a) displays a typical image in the fundamental wavelength channel of the femtosecond-TW laser beam, emitted as an initially parallel beam with 3 cm diameter. Elastic scattering is detected from the ground to an altitude of at least 25 km (integration time of 1 s). Similar measurements in the white-light band [BG filter, Fig. 3(b)] demonstrate efficient supercontinuum generation by SPM. Under haze-free conditions, white-light signals in the blue region (B filter) have been detected from altitudes beyond 18 km (exposure time of 360 s).

The image of the beam impact on the bottom boundary of the aerosol layer (e.g., cirrus clouds) can be seen as a remote beam profiler. The depth of this nonopaque screen can lead to some slight image distortion and it decreases the image resolution. With higher aerosol density, multiple scattering induces some errors in the profile and affects the image resolution too. In our conditions, numerical simulations showed that the multiple scattering contribution distorts the beam profile on the cloud by less than 10%. Fluctuations due to cloud inhomogeneity are mainly smoothed out by time averaging. An example of such a remote profile of an initially focused \( f = 25 \) m beam, measured in the RG band (near infrared), is shown in Fig. 4. In this profile, taken from a cloud at an altitude of 9.6 km, a structure with two maxima is clearly visible. It is very interesting to notice that although the beam experienced nonlinear propagation and filamentation at lower altitude, this remote profile reflects the initial profile of the beam, which also exhibited a two-peaks mode (see inset). The beam seems therefore to keep a long term memory of its initial characteristics, which survived nonlinearity and modulational instability. Two key parameters are used to control the non-linear propagation and filamentation processes: temporal focusing (impinging an initial chirp to the pulse) and spatial focusing using the variable focal length sending telescope.

Filamentation altitude and control by temporal focusing

Beam profile images have been taken on a cloud at 6 km altitude in the white-light B band. The beam is sent parallel and with a very low GVD precompensation (corresponding to an initial duration of 150 fs of the launched pulse). The observed images on the cloud exhibit a ring structure around the laser beam, with a diameter of 32 m and a typical ring width of 6 m [Fig. 5(a)]. This ring is clearly the projection of conical emission from the filaments formed at lower altitudes. This allows us to estimate the altitude at which filamentation ends. In our case, the ring structure on the cloud leads to an half angle from ground of about 2.7 mrad and a ring width of 1 mrad. As this angle is typical for the angle of conical emission in this spectral region [27,31,32], we can conclude that the filaments are generated (and end) close to the ground level (see Fig. 5(b)). This is consistent with previous short distance horizontal measurements, where filamentation started at 8 m and ended at 35 m from the system for a parallel beam with similar chirp configuration [11].

Figure 5(c) shows a transversal cut of the beam profile intensity [horizontal, passing through the maximum in Fig. 5(b)] and with a focus at the cloud altitude (Fig. 5(c)).

---

**TABLE I. Filters used.**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Filter</th>
<th>Wavelength range (combined with CCD efficiency, nm)</th>
<th>Contribution of the fundamental wavelength to the overall transmitted signal</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Johnson B+BG39, 8+2 mm</td>
<td>370–510</td>
<td>50% of T&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Blue white light</td>
</tr>
<tr>
<td>BG</td>
<td>BG39, 3 mm</td>
<td>340–610</td>
<td>370–580</td>
<td>Visible (green) white light</td>
</tr>
<tr>
<td>I</td>
<td>Johnson I, 8 mm</td>
<td>750–1000</td>
<td>770–950</td>
<td>50% Fundamental wavelength</td>
</tr>
<tr>
<td>RG</td>
<td>RG850, 3 mm</td>
<td>830–1000</td>
<td>840–970</td>
<td>15% IR white light</td>
</tr>
</tbody>
</table>

---

![FIG. 2. (Color online) (a) Conical emission from a femtosecond laser beam in air, near to the critical power \( P_\alpha \). (b) Beam profile of a high-power beam (1000 \( P_\alpha \)) after 15 m propagation. Multiple filamentation is clearly visible.](image-url)
This curve can easily be reproduced by a simulated beam profile, calculated as follows. The white-light is assumed to have a flat wavelength dependence within the transmission window of the B filter. Hence, the measured spectrum is the transmission curve of the B filter. On the other hand, the wavelength dependence of the conical emission from the literature, can be seen as an inverse dispersion relationship, which, combined with the spectrum, yields a spatial profile of the conical emission. Once superimposed with the central peak, this simulated beam profile fits the experimental one very well. Note that the lower contrast of the experimental data is due to the unsharpness of the image.

Radially integrating the simulated curve allows us to estimate that the ring structure accounts for 65% of the overall white-light energy in this band. This is the first time, to our knowledge, that the amount of white light emitted into the conical emission by long filaments has be estimated. Also notice that in our multifilamentation case, the observed conical emission is generated by the overlap of the conical emission of many filaments, forming a bundle inside the main laser beam, as shown above in Fig. 2.

A second set of images has been obtained using an initial negative chirp, corresponding to 600 fs pulse duration, to compensate GVD on longer distances. In this case the rings merge to the central peak, forming a narrow pedestal. Considering that the initial chirp of the pulse does not affect the angle of conical emission, this reduced projected radius of conical emission is the signature for an emission occurring nearer to the cloud, i.e., at higher altitude. The height of the conical emission has been fitted from the experimental curves, and amounts to 2 km ± 0.5 km. The uncertainty on the measurement is mainly due to the narrowness of the pedestal.

The same altitude change with chirp has been confirmed by results in the blue-green spectral region (BG filter). An independent estimation based on the reduction of the diameter of the central peak of the beam profile, as imaged on high-altitude clouds, also yield filaments in the range of 2 km altitude when GVD is adequately compensated. These estimations provide the first evidence, to our knowledge, of filaments at km-range altitudes.

Beam divergence and spatial focusing effects

Outside the aerosol layers, Rayleigh scattering provides a side image of the beam. This allowed us to measure the divergence of the whole beam (which contains the filament bundle and the photon bath) by measuring its cross-section dimension as a function of altitude. Divergence measure-
ments were performed for both the fundamental wavelength and the white-light continuum.

By sweeping the telescope vertically along the beam and assembling eight images, we were able to determine the beam size from 600 m to 20 km altitude. For the first measurement of the beam divergence at the fundamental wavelength (I filter), the beam was sent parallel and with a slight GVD precompensation corresponding to an initial pulse duration of 150 fs. The beam divergence is found to be almost constant over the whole altitude range with a value of 0.16 mrad (half angle at 1/e²), three times the specified divergence of the laser output.

No significant effect on the whole fundamental wavelength beam divergence was observed by changing the initial chirp settings. We evaluated the effect of initial spatial focusing, by varying the transmitter focal length from 16 to 30 m. The results are summarized in Fig. 6. The divergence of the beam at 800 nm steadily decreases with focal length from 2.3 mrad to 0.6 mrad, respectively. Geometric optics predicts that the respective opening angle (divergence) after focus (see the gray line in Fig. 6) is significantly larger than the observed divergence. The difference between the two curves is almost constant and amounts to 0.6 mrad. This is the signature for an overall nonlinear parallelization of the whole beam near the focus, showing evidence for a nonlinear propagation not only of the filaments, but of the beam at the whole, as predicted by Mlejnek et al. [16]. However, no further anomalous divergence of the beam as a whole was observed at high altitude (measured up to 18 km), as was, for example, predicted theoretically by Sprangle et al. [17]. Their simulation yields a collapse of the whole beam around 20 km altitude. However, their simulations are not directly comparable to our experimental results since they use longer, slightly focused pulses with much lower peak power, resulting in predicted self-focusing lengths in the 100-km range.

Divergence measurements were also performed for the white-light supercontinuum generated by SPM. When the beam is sent parallel, the white light contained in the whole beam is significantly more divergent than the fundamental, e.g., 0.7 mrad in the B band instead of 0.16 mrad. This value is larger than a diffraction-limited behavior of the whole 3 cm beam, but still much smaller than would be expected from diffraction at the exit of a commonly considered 100 μm filament. This suggests that the filaments vanish gradually, with their diameter increasing up to about 300 μm near their end, where the white light is released. Note that such a large diameter was observed by Lange et al. in a gas cell.
FIG. 7. Conversion efficiency at 4.8 km of the ultrashort pulses into the blue (B) band of the white-light continuum, as a function of focus. Note that the collimated beam (infinite focal length) has a smaller diameter than focused ones (3 cm instead of 10–12 cm), resulting in a more intense white-light generation. The signal for $f = 30$ m lies below detection limit, which amounts to $2 \times 10^{-4}$.

[35]. The small divergence of the white light might also be related to a recollimation by the Kerr effect after it exits the filament, or to multiple filaments acting as several coherent, in-phase point sources interfering to generate a narrow emission lobe. Anyway, this small divergence of the white light is favorable in view of Lidar applications, since the 0.7 mrad (half angle) value is in the same range or smaller than the field of view of typical Lidar receivers. This relatively collimated emission is consistent with the fact that the supercontinuum consists of coherent light [33].

The white-light divergence has also been measured as a function of the initial beam focusing (Fig. 6). It was derived in the blue band (B filter set) from the beam diameter on images far beyond the geometrical focus (at 4750 m distance). The white light is, again, more divergent than the fundamental wavelength. Its divergence is equal to that of conical emission from a single filament [27,31,32], convoluted with the divergence of the fundamental beam. This behavior is consistent with the idea that the white light is emitted by each filament with the same angular distribution as from single filaments, while the divergence of the filament bundle itself is imposed by the initial focusing.

White-light generation efficiency

In view of Lidar applications, the white-light generation efficiency is a key parameter. We have systematically studied the influence of GVD precompensation (chirp) and of the initial beam focusing on the white light conversion efficiency in the visible range at a remote location (4750 m altitude). We used I as the fundamental wavelength band and B as the white-light indicator. The intensity was estimated from a transverse integration of the beam profile on the haze layer. Figure 7 displays this white-light conversion efficiency into the B band as a function of the initial beam focus. Obviously, strong focusing yields more efficient white-light generation, up to a factor of 50 compared to an initially parallel beam. Note that, in our experiment, the diameter of the parallel beam is 3 times smaller than the focused beam. This increases the incident intensity, causing stronger SPM and more filaments than for slightly focused beams with a larger initial diameter.

The effect of chirp was investigated by comparing the white-light generation efficiency of the unfocused laser into the BG band, for pulses with 600 fs initial pulse duration, but opposite chirps. The conversion efficiency is at least 6 times more efficient when the initial chirp compensates the GVD, than for GVD anticompensation. In the B band the factor seems to be larger, although it could not be measured precisely.

The above results show that the nonlinear process can be controlled and optimized by adjusting the initial chirp and focus of the laser beam. Even for the shortest focal lengths used, the white-light divergence is smaller than the typical Lidar receiver field of view (several mrad), which allows us to take benefit of the much higher conversion efficiency into the white light. Note that this behavior was actually observed in the UV [36]. Further investigation is required, however, to determine the optimal focus, which would correspond to a white-light divergence comparable to the Lidar receiver field of view.

CONCLUSION

As a conclusion, direct imaging observation of femtosecond-terawatt laser pulses propagating in the atmosphere have shown evidence for remote nonlinear propagation of high-power ultrashort laser pulses in the atmosphere. Especially, we observed a nonlinear behavior of the beam as a whole [16], since the whole laser beam is partly recollimated near the nonlinear focus and filamentation occurs up to 2 km altitude. The focus dependence of the white-light generation efficiency and divergence yields indications for the optimization of white-light Lidar signals.

Remote imaging gives access to long-range observation of the nonlinear propagation of ultraintense laser beams as shown in this work, e.g., with the analysis of conical emission. Further work is required to characterize the propagation at medium-range distances, typically between 500 m and 5 km. Especially, in situ measurements would adequately complement our remote analysis. Moreover, extension of our results to the infrared side of the white-light continuum would allow us to compare the processes at play in its generation on both sides of the fundamental wavelength and the corresponding parameters for Lidar optimization.
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Using a container-integrated mobile femtosecond terawatt laser system with integrated detection unit (Teramobile), we have demonstrated remote laser-induced breakdown spectroscopy (R-LIBS) on copper and aluminium samples with targets located at 25 m away from the container. The ability of our laser system to generate pulses in the femtosecond, picosecond and nanosecond regimes allowed us to perform direct comparisons between these three pulse durations. The dependence of the fluorescence signal on laser pulse energy showed a nonlinear behavior with a threshold, which is consistent with the previous observations for laser ablation. Such nonlinear behavior leads to a dependence of the LIBS signal on the temporal-spectral shape of the laser pulse. We showed especially that the transform-limited pulse does not optimize the fluorescence. A properly applied chirp allows an increase of the LIBS signal. Understanding and optimization of the chirp effect would improve the detection limit of the LIBS using a femtosecond laser (Femto-LIBS) and lead to a larger detection distance. Furthermore the use of pulse shaping should enhance the detection specificity for the cases of spectral overlapping between several elements to be identified.

1 Introduction

Laser-induced breakdown spectroscopy (LIBS) (known also as laser-induced plasma spectroscopy, LIPS) is a versatile analytical method which involves the interaction of a target with an intense laser pulse and the spectral analysis of the fluorescence emission generated by the plasma plume. Since plasma production is possible with a sample without any preparation, LIBS is applied on gas, liquid, solid or particle state samples. The applications of the LIBS technique are very broad. They cover environmental monitoring (soil contaminations, air or water quality surveillance...), industrial processing by materials analysis (metal resources, impurities, quality control, sorting...), biomedical studies (teeth, bones...), military and safety applications. Recent progress has enabled the LIBS techniques to go from laboratory to field applications: long-range open-path LIBS as well as mobile LIBS devices have been realized.

The detection limit of the LIBS technique actually lies in the range of 1 to 100 ppm for most of the elements, much higher compared with other laser-based analytical methods, such as LIDAR (down to the ppb level, but only for gases). Remote detection or element identification with LIBS is further limited by the difficulty of delivering high laser intensities over long distances in order to induce ionization on the target. Increasing the efficiency and measurement range and lowering the LIBS detection limit are important issues for LIBS applications.

Besides the usual IR (typically Nd:YAG: 1064 nm) and visible (typically doubled Nd:YAG: 532 nm) pulse excitations, UV pulses (typically KrF: 248 nm) have been demonstrated to be able to achieve the same detection limit with much lower laser pulse energy. Double-pulse schemes have been proposed to improve the LIBS detection sensitivity. In such configurations, either a pre-ablation air plasma created near the sample surface by a first pulse depletes locally ambient air and enhances the ablation rate of the second pulse, or the interaction between the second pulse and the plasma plume generated by the first pulse leads to a more efficient fluorescence emission.

Ultrashort laser pulses with duration in the picosecond or femtosecond regimes represent attractive laser sources to design new and more sensitive LIBS systems. Not only have the advantages of such pulses in laser ablation and laser micromachining been clearly demonstrated with lower ablation threshold and less thermal damages on the sample, but also the development of laser diode pumping and of fibre systems promise compact and reliable ultrashort laser sources. Recently 100 ps duration pulses obtained using compression by stimulated Brillouin scattering (SBS) has been applied to LIBS. Picosecond or femtosecond pulse induced LIBS has been studied using mode-locked laser systems in laboratory experiments. Some comparisons have been performed in the ultrashort pulse regime with respect to the classical nanosecond regime. Remote LIBS (R-LIBS) with pic- or femtosecond laser systems had not been demonstrated so far, partially because usual ultrashort laser systems, especially those which deliver high pulse energy (suitable for remote detections), need a well controlled laboratory environment to run properly.

In this paper we show that using a container-integrated mobile terawatt femtosecond laser, together with the associated detection system (telescope, spectrometer, ICCD camera), it is possible to remotely induce and detect LIBS signals with signal to noise ratios allowing analytical applications. Systematic studies have been carried out with standard industry quality metallic samples (copper and aluminium) at a distance of 25 m to characterise the R-LIBS signal in the picosecond and femtosecond regimes. Comparisons are shown with the

nanosecond regime. The dependences of the R-LIBS signal on the pulse energy and pulse chirp are experimentally studied, showing interesting results. The applications of these effects should lead to a more efficient LIBS with a lower detection limit and longer detection distance. Although a full understanding of the mechanisms involved is not achieved yet, we provide ideas to interpret the observed spectra or dependences. For applications, the obtained experimental data are very useful for the design of new LIBS systems based on ultrashort lasers. These data should also stimulate the development of new theoretical models in order to reach a better understanding of the LIBS in ultrashort and/or ultraintense pulse regimes.

2 Experimental set-up

As shown in Fig. 1, the experimental set-up consisted in two main parts: the laser system and the detection system. The ensemble is called a Teramobile system. Both parts were contained in a standard container of 6 m length and 2.5 m width. The container is transportable and provides a stable environment for a proper operation of the both laser and detection systems under various climatic conditions. Once installed in an experimental site, only standard electricity and water supplies are needed for the stand-alone operation of the Teramobile system.

2.1 Laser system

A detailed description of the laser system can be found elsewhere. Briefly, a commercial chirped-pulse-amplification (CPA) chain (Thales Laser Company) was integrated in a standard container. The laser chain consisted of an oscillator, a stretcher, a regenerative amplifier, a preamplifier, a main amplifier and a compressor. Operating at a wavelength of 795 nm and a repetition rate of 10 Hz, the chain delivered pulses of up to 350 mJ in energy and compressed to 75 fs minimal pulse duration.

One of the gratings in the compressor was mounted on a micro-displacement stage, enabling the control of the pulse duration from sub-100 fs to several ps. In the cases where output pulses were not compressed to their minimal duration, the pulses were temporally chirped. We could get either a positive chirp: the red components preceding the blue ones (the red first), or a negative chirp with a reverse ordering of different spectral components of the pulse (the blue first). The output pulse energy could be varied by rotating a 1/2 plate associated with a polarizer, without any change in the pulse duration or in the pulse spatial profile. That allowed us to have a change of laser intensity on the samples linearly proportional to the change of the pulse energy.

The same laser provided pulses with 200 ps or 5 ns durations. Picosecond pulses were obtained by bypassing the compressor, while ns pulses were generated when the seeding of the regenerative amplifier by the oscillator pulses was removed. This specific feature of our laser allowed us to compare easily R-LIBS signals in the three pulse duration regimes. We remark that ps pulses were actually long positively chirped pulses with a perfect coherence between different spectral components. Spatial beam profiles for the three above pulse durations were quite similar and presented a flat-top form.

Output pulses were transmitted horizontally into the atmosphere after passing through a three-times beam expander with a convex and a concave mirror (Fig. 1, sending telescope). The convex mirror was mounted on a stepper motor, which precisely set the distance between the two mirrors to focus the output beam at a remote distance. At the output window of the container, the beam diameter was 15 cm. In our experiments, the laser beam was focused on the targets located 25 m away from the container.

2.2 Detection system

For the measurements presented in this paper, the detection system was located beside the laser in the container (Fig. 1). It consisted of a f/5 aperture Newtonian telescope with a primary mirror of 10 cm in diameter. Light collected at the focus of the telescope was coupled into a bundle of fibres with a circular section for the input end and a rectangular section for the output end. The f-number of the fibre output was adapted to the input of a f/8 spectrometer (Chromex 500IS/SM). An ICCD camera (Stanford Research Inc.) was mounted on the reciprocal plane to record spectra. With a 600 lines mm\(^{-1}\) grating, our detection had a resolution of about 0.0862 nm pixel\(^{-1}\) on the ICCD. Typically we applied an entrance slit of 100 µm aperture, which led to a final resolution of our detection of 0.34 nm. The ICCD camera was triggered by a photodiode detecting scattered light on the sending mirror due to output laser pulses. The gating of the intensifier of the camera was delayed with respect to the laser pulse by a delay generator (Stanford Research Inc.).

The spectral detectivity of our detection system was measured with a halogen lamp considered as a black-body source at a temperature of 3000 K. The detection system used was sensitive and calibrated between 450 and 950 nm.

The alignment of the detection system was performed with a low energy frequency-doubled YAG laser shooting on a target 25 m away from the container. The visible image of the impact spot of the laser on the target allowed us to set precisely the input end of the fibre on the focal point of the telescope. The initial distance between the laser and the telescope axis was 0.85 m. To increase the signal to noise ratio and to overcome the fluctuations due to laser pulse to pulse jitter, we typically
took spectra with an accumulation of hundreds of laser shots, which represented an accumulation time of typically 0.5 min.

3 Experimental results

In this section the results are presented in the following way: in section 3.1, R-LIBS spectra from copper and aluminium samples are presented. We compare the spectra obtained with femtosecond, picosecond and nanosecond pulses. The decay of the R-LIBS signal as a function of the detection delay is presented in section 3.2. Section 3.3 is devoted to the dependences of the R-LIBS signal on the laser parameters. We especially discuss dependences of the fluorescence yield on the pulse energy and pulse chirp.

3.1 Characteristics of R-LIBS spectra in the natural atmosphere

3.1.1 Remote ablation with femtosecond and picosecond pulses. We used industry-grade copper and aluminium bulk samples without any surface cleaning. Very small aging effects were observed on the copper sample. The recorded LIBS signal stabilized after the first several laser shots. Contrary to copper, the aging effect was clearly observed in aluminium. During the first minutes of laser shooting, the observed spectral intensity varied as a consequence of the surface cleaning by laser pulses. Afterwards the signal stabilized showing only small variations during further laser excitations. Photographs of laser impacts on the sample surfaces are shown in Fig. 2. For the same beam focusing, the laser craters are larger for femtosecond pulses. The observed difference in crater dimensions can be explained by an intensity threshold for laser ablation: the short duration of femtosecond pulses allows even the edge of the beam profile to reach the intensity threshold. For an estimation of the laser intensity deposited on the sample, we use the surface of the crater on the aluminium sample due to femtosecond pulses. The photograph (Fig. 2(b)) shows a surface of about 34 mm² (8 mm × 4.2 mm). For the pulse energy of 225 mJ (corresponding to a fluence of 0.66 J cm⁻²) used to obtain the spectra shown in this section, an intensity of 8.8 × 10¹², 3.3 × 10⁹ and 1.3 × 10⁸ W cm⁻², respectively, is associated with the femtosecond, picosecond and nanosecond pulses. It should be noted that these values correspond to averaged intensities (or fluence) over the beam profile. Much higher intensities (or fluences) are reached at the center of the focused spot. Except for the results presented in the section 3.3.2, femtosecond pulses were always compressed to their minimal duration of 75 fs.

From Fig. 2, for picosecond pulses, a polished surface is observed in the center of the craters, testifying the melting phase of the surface following the interaction with a laser pulse. In the literature, temperatures exceeding 3000 K are reported in ns pulse produced plasma, much higher than the melting temperatures of copper (1365 K) and aluminium (930 K). For femtosecond pulses, the observed craters show a rough aspect in the central part, with fringe-like structure (several 100 µm period) for the copper sample.

By weighing the aluminium sample before and after 22 000 shots of femtosecond laser pulses, we found an ablated mass of 0.014 g, which corresponds to an ablation of about 640 ng per femtosecond pulse. This value is quite similar to that found for a thin aluminium film (500 nm thickness) ablated by femtosecond pulses. A mass ablation rate can be calculated from the mass removed per pulse (for the pulse parameters of 75 fs duration, focused on a 0.34 cm² spot, 150 mJ pulse energy, 5.9 × 10¹² W cm⁻² average intensity), leading to a value of 2.5 × 10⁻⁹ g (cm s)⁻¹. This value is more than two orders of magnitude higher than the value for nanosecond pulses at the same intensity.

3.1.2 Copper spectrum. In Fig. 3 spectra obtained with femtosecond (Fig. 3(a)), and picosecond (Fig. 3(b)) pulses are presented. The delay and the gate width applied on the ICCD camera were 10 ns and 10 µs, respectively, for femtosecond pulses, and 345 ns and 1 µs for picosecond pulses. In the case of

![Fig. 2](image-url) Photographs showing laser impacts on the targets: femtosecond pulses on the copper (a) and the aluminium (b) samples; picosecond pulses on the copper (c) and the aluminium (d) samples. The scales appearing on the tops of the photographs are in mm. All of the four photographs are presented in the same scale.

![Fig. 3](image-url) R-LIBS spectra for the copper sample at 25 m: (a) using 75 fs pulses, (b) using 200 ps pulses. Wavelengths of observed copper lines are indicated in (a), positions of observed atomic oxygen and nitrogen lines are indicated in (b).
femtosecond pulses. 400 laser shots were accumulated for each spectrum, while in the case of picosecond pulses, 150 shots were accumulated. The zero delay is defined as the arrival time of elastically scattered light from the target.

Using femtosecond pulses, atomic copper lines are well observed over a weak continuum. No ionic lines are observed in this spectral range in spite of the presence of ionic lines as indicated by the spectral database provided by the NIST. Using picosecond pulses, additional lines are detected in the range between 700 and 900 nm. These additional lines are identified as belonging to atomic oxygen or atomic nitrogen. Using the NIST database, the corresponding lines are indicated in Fig. 3(b). The presence of these additional lines can be considered as due to a secondary plasma generated by the breakdown in air near the sample surface induced by the fast jet of laser-ablated material. Direct breakdown in air induced by a laser pulse is not considered here, because of the small intensity in a picosecond pulse. The secondary air plasma also indicates a higher temperature in the plasma plumes induced by picosecond pulses than in those due to femtosecond pulses, which is consistent with the observation from the photographs of laser-induced craters. From the application point of view, femtosecond pulses induce a cleaner spectrum independent of the ambient gas, which is an appreciable quality for quick and precise identifications of elements in an unknown environment.

Starting from the signal to noise of the spectrum (521.82 nm line shown in Fig. 3(a), which can be measured to be 110 (400 laser shots average), we can deduce a signal to noise ratio of 5.5 for a single shot spectrum. A single-pulse analysis capability of about a few 100 ng of copper can thus be expected for a sample at 25 m away from the laser, if we assume a similar mass ablation rate between copper and aluminium. Such an assumption is quite reasonable because similar mass ablation rates between copper and aluminium have been measured in the nanosecond regime.

3.1.3 Aluminium spectrum. In Fig. 4 spectra obtained with femtosecond (Fig. 4(a)), picosecond (Fig. 4(b)) and nanosecond (Fig. 4(c)) pulses are presented. The delay and the gate width applied on the ICCD camera were 345 ns and 10 μs, respectively. 400 shots were accumulated for the femtosecond spectrum and 200 shots for the picosecond and nanosecond ones.

For femtosecond pulses, in the spectral range of the detection, only lines belonging to the molecule AlO were observed (AlO: B^2 \Sigma^+ \rightarrow X^2 \Pi^+). No atomic or ionic Al lines were observed in spite of the presence of lines in this spectral range as indicated by the NIST database. The sodium 589 nm line is observed in the spectrum due to a contamination of the aluminium sample by salt.

The detection of the fluorescence of aluminium monoxide in a laser-ablated aluminium plasma has been reported previously with ns pulses. AIO molecules are found to be either produced from laser ablation of alumina (Al2O3) or formed in a gas-phase chemical reaction of Al vapor with a gas of atomic oxygen. For an aluminium sample exposed in the atmosphere, the surface is quickly oxidized within the interval between two successive laser pulses. Moreover, the highly energetic material jet ablated by a laser pulse produces near the aluminium surface an oxygen plasma, in which Al + O → AIO reactions take place. The absence of atomic and ionic aluminium lines can be explained by either fast oxidation of the aluminium sample surface or fast chemical reaction between Al and O to form AIO. A white-light continuum is also observed in the spectrum, indicating the high temperature reached in the laser-induced plasma.

For picosecond pulses (Fig. 4(b)), in addition to the AIO lines, atomic oxygen and nitrogen lines are observed similarly as for the copper sample. However, two atomic aluminium lines (669.6 and 877.3 nm) are observed in the spectrum. The presence of these lines suggests a post-ablation interaction between the plasma plume and the tailing part of the laser pulse in the picosecond regime. With nanosecond pulses, the spectrum (Fig. 4(c)) has a similar behavior to the picosecond spectrum. This is not really a surprise because as for picosecond pulses, the post-ablation interaction plays an important role in the fluorescence generation in the nanosecond regime.

The signal to noise ratio is smaller for aluminium than for copper because our detection did not allow the measurements of intense Al lines in the blue and UV regions.

3.2 Decay of the R-LIBS signals

The decay of the laser induced fluorescence was studied using 160 mJ femtosecond and picosecond pulses. Spectra were...
recorded with a fixed gate width of 10 μs and an increasing detection delay. The large gate width of 10 μs was used to increase the detected signal. However, since the used gate width is larger than the time constant of the LIBS signal decay, the detected signal is related to the integral of the instantaneous fluorescence from the target: $S(t) = \int s(t) dt$, where $s(t)$ is the instantaneous signal at a time $t$, $S(t)$ the integrated signal detected with a delay $t$ and a gate width much larger than the signal decay time constant. In such a mode of detection, the instantaneous signal $s(t)$ can be extracted from the detected signal $S(t)$, by a derivation. Moreover if an exponential decay is assumed, either the instantaneous or integrated fluorescence signals have the same decay time constant. We remark here that the temporal behavior of the fluorescence might also be directly measured by applying a gate width much shorter than the time constant of the signal decay.

Fig. 5 shows normalized line intensities for the copper 510.6 and 515.3 nm lines, and the AlO B $^2\Sigma^+ \rightarrow X ^2\Sigma^+$, $\Delta v = -1$ line induced by femtosecond pulses as a function of the detection delay. We note that the copper atomic lines decay faster than the AlO molecular line. For the two studied copper lines, the decay time constants are slightly different. This difference is not observed for the different AlO lines. For all lines studied, a decay time constant of several μs is observed, which is one order of magnitude longer than previously reported values obtained with low energy femtosecond pulses (1 mJ, 140 fs). This difference indicates different interaction regimes with different fluoros for femtosecond pulses.

The results in the picosecond regime are presented in Figs. 6 and 7. In Figs. 6(a) and 7(a), full spectra (with 400 laser shot accumulations), respectively, of copper and aluminium are presented for different delays from 10 ns up to 6 μs. Differential decays are clearly observed between the copper or AlO/Al lines and the air plasma lines. With a large delay, a clean copper or AlO/Al spectrum is observed while air plasma lines almost completely disappear. Line intensities are extracted from the full spectra, and are presented, respectively, in Figs. 6(b) and 7(b) for copper and aluminium, and differential decays are shown clearly between metallic plasma fluorescence and air plasma fluorescence. The observed air plasma lifetime is already much longer than that of the air plasma (in the order of picoseconds) induced directly by femtosecond laser pulses at the same intensity level as in our experiments.36

The generation of a secondary plasma in air in the vicinity of a solid or liquid surface by means of laser ablation provides also a means to chemically analyse the ambient air. An efficient fluorescence generation with a much longer lifetime compared to the direct plasma generation in air is expected.

3.3 R-LIBS signal vs. laser parameters

3.3.1. Pulse energy dependence. Pulse energy dependence of the R-LIBS signal was investigated in the femtosecond and picosecond regimes. Signals from copper were detected for pulse energies as low as 15 mJ (corresponding to an average fluence of 45 mJ cm$^{-2}$) in the femtosecond regime.

Fig. 8 shows the intensity of the copper 521.8 nm line in the femtosecond regime as a function of the laser pulse energy. The experimental data fit well with the model of Hashida et al. This model takes two contributions into account: 3-photon absorption, and thermal processes involving the thermal energy of the free electrons and the lattice, respectively. The fit parameters yield a threshold of 40 mJ pulse energy for the thermal ablation process, corresponding to an average fluence of 120 mJ cm$^{-2}$ over the beam profile, slightly lower than the 180 mJ cm$^{-2}$ value determined by Hashida et al. This slight discrepancy could be due to the different criteria used for the threshold and the imprecision on the beam focus diameter estimation in our experiments. While Hashida et al. are interested in laser ablation and characterize threshold as the
fluence yielding craters of measurable diameters, we detected fluorescence emission instead. However, like these authors, we find that, above this threshold, the 3-photon excitation has a negligible contribution to the overall signal.

In the picosecond regime with copper, the same treatment yields a threshold value of 100 mJ (300 mJ cm$^{-2}$), more than twice as high as using femtosecond pulses. This 2.5-fold ratio is similar to that observed by Hashida et al. under comparable conditions. Hence, femtosecond pulses exhibit a reduced threshold as compared with picosecond pulses, allowing measurements at lower laser energies, thus limiting damage on the sample. Alternatively, this lower threshold may permit to focus the beam less tightly, opening the way to operate at longer focal lengths. Moreover the fact that we observed a signal with femtosecond pulses significantly below the threshold for thermal ablation shows that, in the low energy regime, the 3-photon excitation is efficient enough to provide a signal. This feature is a unique advantage of femtosecond pulses for R-LIBS, since the 3-photon ionisation threshold for picosecond pulses is above, not below, the threshold for thermal effects.

Similar results were obtained with aluminium, in the AlO $B^2\Sigma^+ \rightarrow X^2\Pi$, $\Delta \nu = -1$ line. In the femtosecond regime, the threshold for thermal ablation was determined as 60 mJ (180 mJ cm$^{-2}$), similar to the value determined by Furukawa and Hashida. The threshold for picosecond pulses is quite comparable, 70 mJ, corresponding to 210 mJ cm$^{-2}$.

### 3.3.2. Pulse shape dependence

The temporal-spectral shape is an important parameter for a femtosecond pulse because of its short duration and its large spectral extent in the order of tens of nm. The chirp (linear temporal displacement of the different spectral components of a laser pulse) provides a simple case of pulse shaping. In general, a nonlinear optical process depends on the chirp when excited by a femtosecond pulse, which is basically due to the quantum interference between multiple possible paths for a system to undergo a transition involving several photons (more than one). Pulse chirping or more generally pulse shaping (a generalized pulse chirping process that produces an arbitrary temporal-spectral form of a pulse), have been demonstrated to be able to optimise multiphoton transitions in an atomic or molecular system.

It has also been demonstrated that the transform-limited pulse does not optimise multiphoton transitions in an atomic system. In our experiments, we generalize this property to the interaction between a chirped femtosecond pulse and a metallic sample. We demonstrated clearly, for the first time to our knowledge, that the transform-limited pulse does not produce an optimal LIBS signal, and that the optimisation occurs for a properly chirped pulse. We mention here that shaped femtosecond pulses have been used to improve laser ablation performances with successful results.

Experimentally we studied the evolution of the R-LIBS signal as a chirp was applied to femtosecond pulses with an energy fixed at 250 mJ. For copper as well as for aluminium
samples, spectra were recorded around 520 nm as a function of the chirp. The pulse duration that we investigated ranged from 75 fs to about one picosecond.

The obtained results are presented in Fig. 9: the intensities of the copper 521.8 nm line are shown in Fig. 9(a) and those of the AlO B2Σ+ → X2Σ+, Δν = −1 line in Fig. 9(b). The pulse duration used in the figures are those on the sample. The GVD (group velocity dispersion) effect in air over the 25 m propagation distance are taken into account. Such effect is to stretch a positively chirped pulse and to compress a negatively chirped one. The GVD in air can be calculated using the air dispersion property.41 For a short propagation distance and a moderate pulse intensity (far from the focus, propagation considered as linear), pulse duration variation is proportional to the propagation distance and the dispersion of the group refractive index. Using the data from ref. 41, for the 16 nm spectral bandwidth of the used femtosecond pulses, we get a pulse duration variation of Δτ = 1.01 × D (fs), with D the propagation distance in m, which leads to a stretching or a compression of 25 fs for positively or negatively chirped pulses.

With both samples, the chirp effect was clearly observed: for the same pulse duration, the line intensity is higher for a positive chirp (red first) than for a negative chirp. The Fourier transform-limited minimal duration pulse does not induce an optimal signal similar to the observation on a Rb vapor.38,39 For a short propagation distance and a moderate pulse intensity (far from the focus, propagation considered as linear), pulse duration variation is proportional to the propagation distance and the dispersion of the group refractive index. Using the data from ref. 41, for the 16 nm spectral bandwidth of the used femtosecond pulses, we get a pulse duration variation of Δτ = 1.01 × D (fs), with D the propagation distance in m, which leads to a stretching or a compression of 25 fs for positively or negatively chirped pulses.

When the pulse duration is increased with an applied chirp, the LIBS signal increases. In particular, the LIBS signal increase is not symmetric with respect to the minimal duration pulse. Such dissymmetry excludes a pulse duration effect (or power/intensity effect for a fixed pulse energy). In the studied pulse duration range the ratio between the signals for positive and negative chirps is found at maximum to be about 6.5 for copper and 4.1 for aluminium. The observed chirp effect is also consistent with what we found for the energy dependence concerning the nonlinear nature of the plasma generation in the ultrashort and ultraintense pulse regime.

The chirp effect in optimising the fluorescence yield from a quantum system has been previously observed in atomic or molecular systems.38,39 For such simple systems, the interpretation is based on a multiphoton transition via an intermediary level (situated out of the exact middle position from the fundamental to the excited level). With a properly designed pulse temporal-spectral shape, one can first induce a transition from the fundamental to the intermediary level with the first arrived spectral components. Then the delayed spectral components subsequently excite the transition from the intermediary level to the excited state. For a complicated process such as LIBS on solid state materials, new theoretical models are needed to describe in detail the mechanism.

The observed chirp effect appears very important for Femto-LIBS applications. It opens the perspective for optimising the fluorescence signal according to a specific sample or even a specific emission line. Such a material-dependent optimisation process is not only crucial for increasing the detection sensitivity, but also could be a powerful means to enhance the specificity of Femto-LIBS detection in the case, for example, of overlapping between the spectra of several elements to be identified.

4 Conclusion

We have demonstrated R-LIBS with metallic samples (cooper and aluminium). Our measurements showed that the LIBS spectra in the femtosecond and picosecond regimes with a high signal to noise ratio and a low background can be successively detected at a remote distance. In particular, femtosecond pulses induce a cleaner spectrum independent of the ambient gas. Moreover the high signal to noise ratio of recorded signals would allow us to detect as little as 100 ng of copper from a sample at a distance of 25 m.

Femtosecond as well as picosecond pulse induced fluorescence has been found to decay slowly with a time constant of several μs. Such long fluorescence lifetimes allows the application of standard gated detectors and have a long integration time. The secondary air plasma induced in the vicinity of the sample surface would provide a sensitive chemical analysis method for the ambient air.

The dependences on pulse energy and pulse chirp have been studied revealing interesting properties. The energy dependence has been found to be nonlinear and fits well to the model developed by Hashida et al.18 As we can expect for a nonlinear optic process, an effect of the pulse chirp has been observed on the LIBS signal. The evidence of this effect has been provided in our experiments by a dissymmetrical LIBS signal increasing with respect to the minimal pulse duration. Our results show clearly that an intense femtosecond pulse with Fourier transform-limited minimal duration does not optimise the fluorescence signal. Instead a material-dependent optimisation process with a specific pulse shape would lead to a more efficient and more selective Femto-LIBS detection. Such improvements promise a longer detection distance for R-LIBS, as well as a high selectivity in the case of overlapping emission of various elements.

Our data does not only provide necessary parameters for the design of new LIBS devices with femtosecond or picosecond lasers, but also an experimental database for the establishment.
of models describing the mechanisms involved in the LIBS process in such a new interaction regime with ultrashort and ultraintense laser pulses.

The application of the R-LIBS using ultra-short laser pulses would interest a large area covering for example, environmental monitoring (air, water or soil pollutions, heavy metal contamination...); in-situ and real time element detection and analysis of hazardous materials in difficult-access environments (high-temperature, radioactive, chemically toxic materials); mineral resource inspection; civil security and military defence (chemical, biological or nuclear contaminations...); and space missions. All these applications acquire a large detection distance using a mobile unit containing the laser system and the detection system. The need of scanning over a large detection area would be satisfied by the development of a motorised beam steering system, which would be synchronized with the orientation of the receiving telescope, in order to keep the alignment of the telescope at the laser beam impact on the targets. Starting from a versatile laser-detection unit such as the Teramobile system, engineering developments are certainly required to achieve a task-specified unit designed for a special application. Improvements in terms of the compactness of the system, the detection distance and the detection sensitivity can be expected.
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ABSTRACT We demonstrate experimentally the first range-resolved detection and identification of biological aerosols in the air by non-linear lidar. Ultra-short terawatt laser pulses are used to induce two-photon-excited fluorescence (2PEF) in riboflavin-containing particles at a remote location. We show that, in the case of amino acid detection, 2PEF-lidar should be more efficient than linear 1PEF-lidar beyond a typical distance of 2 km, because it takes advantage of the higher atmospheric transmission at the excitation wavelengths. 2PEF-lidar moreover allows size measurement by pump–probe schemes, and pulse shaping may improve the detection selectivity.

PACS 33.50.-j; 33.80.Wz; 42.65.-k; 42.68.Wt; 92.60.Mt

The early detection and identification of potentially harmful bioagents in the air has become a major issue for both defence and public security reasons. This requires fast detection of the outbreak location, 3D mapping of the plume as it propagates, and unambiguous identification of the agents among the broad variety of atmospheric background aerosols. In this letter, we study the application of fluorescence-based lidar (light detection and ranging) [1] towards these goals. We demonstrate experimentally the first remote detection and identification of bioagent simulants (riboflavin-doped microparticles) in the air by non-linear lidar. We used ultra-short laser pulses from the Teramobile [2, 3] to induce in situ two-photon-excited fluorescence (2PEF) [4] in the aerosol particles. Two major reasons motivate the use of ultra-short multi-photon excitation: (1) the better atmospheric transmission at longer wavelengths (decrease of Rayleigh scattering and prevention of molecular absorption such as ozone) and (2) the possibility of simultaneous size measurement by pump–probe schemes [5, 6] and coherent excitation with shaped pulses [7, 8] to improve the detection selectivity.

Most of the bioagents, like the bacillus anthracis (anthrax), are bacteria of typically 1 μm in size [9]. Depending on the spread conditions, they can agglomerate in clusters of sizes up to 10 μm. They contain natural fluorophores, like amino acids (e.g. tryptophan), nicotinic amides (NADH), and flavins (e.g. riboflavin (RBF) and flavoproteins), which can be used as characteristic tracers of their biological nature [10]. We used the specific fluorescence signature at 540 nm of riboflavin, which we excited with two photons at the fundamental wavelength (800 nm) of the first terawatt lidar system, the Teramobile [2, 3]. The Teramobile is based on a chirped pulse amplified (CPA) laser that delivers 5-TW pulses (80 fs, 400 mJ) at a 10-Hz repetition rate. The laser pulses are sent into the atmosphere using an all-reflective beam expander. The backward-emitted fluorescence and scattered signals are collected by a 40-cm or 20-cm telescope depending on the application (longer or shorter distance measurements), which focuses the light on a spectrally resolved detector. The returns are recorded as a function of the photons’ flight time, providing distance resolution.

The bioagent simulants were produced with an aerosol generator located at 45 m from the Teramobile. Their size distribution and concentrations were monitored using an optical sizer (Grimm model G 1-108). They consisted of water droplets of 1-μm size on average containing 0.02 g/l riboflavin.

A key parameter to efficiently excite 2PEF in the microparticles is the control of the laser pulse intensity at the target location, because of the non-linear nature of the excitation process. For this, the pulses were shaped using a negative linear chirp (shorter wavelengths of the 20-nm broad laser spectrum are launched before the longer wavelengths) in order to compensate the air group-velocity dispersion (GVD) and reduce the initial pulse peak intensity to prevent early filamentation. The best negative chirp value, which corresponds to a 1-ps pulse, leads to the results shown in Fig. 1a. The corresponding intensity on the target is 10^{11} W/cm². The detected 2PEF spectrum clearly identifies the presence of riboflavin-containing particles, and the lidar range resolution (via the measurement of the flight time of the light) allows the precise spatial localization of the biological aerosol plume. The plume is measured to be spread over some 10 m. The spatial resolution is 45 cm, limited by the fluorescence lifetime of 3 ns for this transition [11]. Notice that the contrast against fluorescence of the background aerosols present in the air at the background of the measurement is excellent. The 2PEF signature of riboflavin was compared to the spectrum from pure wa-
ter microdroplets (Fig. 1b). This clearly demonstrates the capability of identifying biological particles from background non-biological ones of the same size. A smooth increase of the backscattered signal is observed over 600 nm for both bioagent simulants and pure water due to self-phase modulation (SPM) of the pulse as it propagates in air to the target. The spectrally broadened pulse is elastically scattered by the aerosol particles in the plume. If filamentation was not controlled using a negative chirp, the SPM broadening would extend towards UV—blue, which could partially mask the fluorescence signature of the bioparticles. These experiments also show that the one photon per pulse detection limit corresponds to a concentration as low as 10 particles per cubic centimeter, for a 10-m spatial resolution.

Using shorter-wavelength excitation (around 530 nm) would provide significant advantages as compared to the 800-nm wavelength: (1) the already high sensitivity would be further enhanced by using 2PEF from the amino acid tryptophan (Trp) [9, 10], the concentration of which is typically 10^4 times higher than riboflavin in bacteria (10^11 Trp molecules in a 1-μm particle [11]) and (2) two photons at 530 nm would not only excite tryptophan, but also NADH and riboflavin, whose fluorescence features around 320–370 nm, 420–500 nm, and 520–620 nm, respectively, would provide multiple cross-checking biological signatures of the particle [10].

We performed numerical simulations to estimate the performance of a non-linear 2PEF-lidar, compared to a linear 1PEF-lidar (emission wavelength 266 nm), in the case of tryptophan fluorescence detection. Although ultra-short terawatt lasers that emit around 530 nm are not commercially available yet, recent developments in ytterbium-based lasers are very encouraging, reaching up to the petawatt level (at the fundamental wavelength, to be frequency doubled) in the laboratory. In these simulations, we assumed that the laser intensity decreases only by linear extinction processes (Rayleigh–Mie scattering and absorption from atmospheric molecules) as it propagates in air to the aerosol plume. The number N\(_f\)(R) of n-photon-excited fluorescence (nPEF, n = 1 or 2 in the calculations below) photons/pulse detected from the distance R can be described by the following equation:

\[
N_f(R) = \phi(R)\sigma(n)\eta I_0^n \tau \zeta(R, \lambda) \frac{A}{4\pi R^2} \times S\Delta R \exp \left( -\int_0^R \alpha(R, \lambda) \, dR \right) - n\alpha(R, \lambda_p)\Delta R, \]

where \(\phi(R)\) is the concentration of aerosol particles, \(\sigma(n)\) is the n-photon absorption cross section for one microsphere, \(\eta\) is the fluorescence yield, \(I_0\) is the initial laser pulse intensity, \(\tau\) is the pulse duration, \(A\) is the receiver telescope area, \(\xi\) is the detection efficiency, \(S\) is the beam surface, \(\Delta R\) is the spatial resolution, and \(\alpha\) is the atmospheric extinction at the fluorescence and excitation wavelengths \(\lambda_e\) and \(\lambda_p\), respectively. \(\alpha\) widely favors longer wavelengths, because of the \(\lambda^{-4}\) dependence of Rayleigh scattering and molecular absorption in the UV. Around 266 nm, the major absorbing molecule in the atmosphere is ozone.

In the simulations, we used the following parameters: particle size 1 μm (average diameter), 10^7 Trp molecules/particle, \(\sigma(1) = 2 \times 10^{-17} \text{ cm}^2 [11]\), \(\sigma(2) = 1 \times 10^{-50} \text{ cm}^3/\text{photon} [12, 13]\), \(\eta = 0.13 [11, 12]\), \(\xi = 0.2\), \(A = 0.125 \text{ m}^2 (40-\text{cm-diameter telescope})\), and \(S = 10 \text{ cm}^2\). The 1PEF-lidar simulations used the specifications of best commercially available Nd:Yag lasers (fourth harmonic), with 100 mJ at 266 nm and 10-ns pulse duration, while for the 2PEF simulations we used the Teramobile laser specifications (400 mJ, 80 fs).

The cross sections are \(\alpha_{1P} = \alpha_{\text{Rayleigh}}(266 \text{ nm}) + N_{\text{Ozone}}\sigma_{\text{Ozone}}(266 \text{ nm}) = 1.6 \times 10^{-4} \text{ m}^{-1} + N_{\text{Ozone}}\sigma_{\text{Ozone}}(266 \text{ nm})\) with \(\sigma_{\text{Ozone}}(266 \text{ nm}) = 1 \times 10^{-17} \text{ cm}^2\), \(\alpha_{2P} = \alpha_{\text{Rayleigh}}(530 \text{ nm}) = 1 \times 10^{-5} \text{ m}^{-1}\) (for atmospheric transmission parameters see [14]).

\[
\begin{align*}
\text{FIGURE 2} & \quad \text{Simulated fluorescence lidar signal for tryptophan detection in bioaerosols. The collected 2PEF intensity is higher than 1PEF for distances over 1–2 km, due to the lower atmospheric transmission in the UV (Rayleigh scattering and ozone absorption, here typically 50 and 100 μg/m}^3\).}
\end{align*}
\]
much more efficient than 1PEF-lidar for distances beyond 2 km. The distance $R_0$ beyond which 2PEF is more efficient than 1PEF strongly depends on the ozone concentration. In particular, 1PEF-lidar will not be practicable (limited to only a few hundred meters) in urban conditions in summer, where average O$_3$ concentrations very often exceed 100 $\mu$g/m$^3$ (dashed line in Fig. 2; in ozone episodes up to 360 $\mu$g/m$^3$, corresponding to the CEE 99 standard alarm level).

The simulations also provide estimations of the typical 2PEF-lidar detection limits. As $N_l(R)$ is proportional to the product $\phi(R)\Delta R$, the longer the integration distance, the better the sensitivity. As an example, for the average ozone concentration of 50 $\mu$g/m$^3$, we obtain a minimum detectable concentration (corresponding to one fluorescence photon/pulse) as low as four bacteria/cm$^3$ at 3 km or 10 bacteria/cm$^3$ at 4 km with a 10-m distance resolution. At these distances and ozone concentrations, 1PEF-lidar detection is almost useless. Saturation and bleaching [12] do not affect these remarkable 2PEF-lidar sensitivities, as each two-photon-excited Trp molecule only emits typically 0.1 photon per exciting cycle. The estimated detection limit might strongly vary from one type of bacteria to another, because of the variations of the fluorescence quantum yield $\eta$ [13]. Even for the values taken here [11], which correspond to fluorescence measurements of bacillus subtilis and bacillus cereus, variations of up to an order of magnitude have been observed. These variations in $\eta$, however, affect the absolute detection limits for a type of bacteria, but not the 1PEF- or 2PEF-lidar comparison.

The main limitation of 2PEF-lidar is, however, the ability to deliver the required intensity at the target plume location. In our simulations, we assumed the optimum situation where a successful control of the non-linear propagation (Kerr focusing and pulse compression) in air until the target was realized by using both spectral and spatial phase control. Although phase control could be demonstrated on distances in the 100-m range [3], and chirp-induced effects could be observed on self-phase modulation up to 10 km [2], no systematic investigation could be performed so far on the evolution of the beam intensity profile on the km scale. Further investigations, both theoretical and experimental, are therefore needed to better control the propagation of the ultrashort pulses to the target location. Sophisticated shaping techniques that allow us to precisely set the spectral and spatial phases of the laser pulse (temporal shaping and adaptive optics) will be of great use, as demonstrated for fusion applications [15]. Shaping the pulses in 2PEF experiments and using genetic algorithms moreover recently showed that two species exhibiting the identical linear fluorescence spectrum [7] can be efficiently distinguished. This remarkable experiment opens new perspectives in identifying bioagents from other fluorescing particles using 2PEF-lidars.
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The filamentation of femtosecond light pulses in air is numerically and experimentally investigated for beam powers reaching several TW. Beam propagation is shown to be driven by the interplay between intense, robust spikes created by the defects of the input beam and random nucleation of light cells. Evolution of the filament patterns can be qualitatively reproduced by an averaged-in-time (2D + 1)-dimensional model derived from the propagation equations for ultrashort pulses.
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The self-guiding of femtosecond laser pulses in air is a well-known phenomenon nowadays exploited in, e.g., remote sensing techniques [1,2]. Infrared pulses with about 100 fs duration indeed produce narrow light filaments over long distances, which cannot be simulated by a 3D model [7,8], which severely limits the maximum intensity in the filament to \( \sim 10^{19} \text{W/cm}^2 \). If the peak power does not exceed a few tens of critical powers for self-focusing in air \((P_{\text{cr}} \sim 2–6 \text{GW at 800 nm})\), one or two filaments are created [3–6]. At much higher powers, many of them can be generated by modulation instability of the input beam. This mechanism produces small-scale cells with each conveying a power \( P_{\text{cell}} \approx \pi^2 P_{\text{cr}}/4 \) [7,8], which severely degrades the homogeneity of the focal spot.

In this regard, Miejnek et al. [9] proposed, from numerical inspection of a central portion of the beam, that collapsing light cells are randomly nucleated and defocused by plasma generation over short distances (<1 m) in air. Recurrence of such events then seeds a bath of short-living spiky filaments with few-critical powers and produces an optically turbulent light guide in the medium. To our knowledge, this scenario has received no experimental confirmation so far. Besides this pioneering work, a challenging issue in this field has also been to describe the evolution of an entire cm-waisted beam filamenting along extended paths at TW power levels. Although the equations governing ultrashort pulses in the atmosphere are well established, their solution requires high-performance computer machines, whose capacities are still limited for holding the fine resolution needed to resolve accurately the numerous sharp spikes created inside broad beams, upon propagation distances covering hundreds of meters. In particular, the numerical computation of ionization channels each exhibiting a thin size of \( \sim 50 \mu\text{m} \) implies that, for an input beam waist of a few cm only, the required resolution in \((x, y, t)\) can consume several terabytes of memory for a single run. Such constraints are costly in CPU time, even by using a parallel code turning on many processors. So, it may be highly beneficial to overcome this problem by integrating an alternative model that accounts, e.g., for the spatial distortions of the pulse only.

The purpose of this Letter is to elucidate, on the basis of experiments and numerical simulations, how filaments impact on the long-distance propagation of TW pulses. First, to circumvent the above numerical obstacle, we derive a reduced 2D model achieved by averaging in time the \((3D + 1)\)-dimensional equations for ultrashort pulses in air. This simpler model is validated over meter-range distances by comparison with 3D simulations of mm-waisted pulses. It describes soliton-like states representing short-range filaments. These structures, although emitted at random, are able to confine themselves into a limited number of clusters that drive the pulse dynamics over long distances. Second, we examine two series of experiments involving the Teramobile facility [2] that delivers TW beams with either moderate \((P_{\text{in}} = 120P_{\text{cr}})\) or high \((P_{\text{in}} = 700P_{\text{cr}})\) input powers. We compare each series with results yielded by the averaged-in-time model, which restores the principal features in the experimental patterns. High-intensity defects in the spatial distribution of the input beam generate distinct zones of filaments that persist over several tens of meters, while they can excite secondary turbulent light cells.

To start with, we consider the standard propagation model, which couples an extended nonlinear Schrödinger equation for the electric field envelope \( \mathcal{E} \), to a Drude model for the local plasma density \( \rho \):
\[ i \partial_t \mathcal{E} + \frac{1}{2k_0} \nabla_\perp^2 \mathcal{E} + \frac{k_0 n_2}{2} |\mathcal{E}|^2 + \tau_K^{-1} \int_{-\infty}^{t} e^{-(t-t')/\tau_K} |\mathcal{E}(t')|^2 dt' \mathcal{E} - \frac{k_0}{2 \rho_c} \partial_t \mathcal{E} - \left( \frac{k_0}{2 \rho_c} - i \frac{\sigma}{2} \right) \rho \mathcal{E} + i \frac{\beta^{(K)}}{2} |\mathcal{E}|^{2K} \mathcal{E} = 0, \]

(1)

\[ \partial_t \rho = \sigma_K \rho_n |\mathcal{E}|^{2K} + (\sigma/U_i) \rho |\mathcal{E}|^2. \]

(2)

These equations, justified in [9–11], apply to fs pulses moving in their group-velocity frame, characterized by a beam waist \( w_0 \), half-width duration \( t_p \), central wave number \( k_0 \), and critical power for self-focusing \( P_c = \lambda_0^2/2 \pi n_2 = 3.3 \text{ GW} \) for the laser wavelength \( \lambda_0 = 800 \text{ nm} \) and Kerr refraction index \( n_2 = 3.2 \times 10^{-19} \text{ cm}^2/\text{W} \). In Eq. (1), \( V^2_\perp = \partial^2_x + \partial^2_y \) and the Kerr response of air involves a delayed (Raman) contribution where \( \tau_K = 70 \text{ fs} \), \( \rho_c = 1.8 \times 10^{21} \text{ cm}^{-3} \) is the critical plasma density, and power dissipation is assured by multiphoton absorption (MPA) with coefficient \( \beta^{(K)} = 4.25 \times 10^{-98} \text{ cm}^{2K-3}/\text{W}^K \). Plasma defocusing is mainly induced by ionization of oxygen molecules with gap potential \( U_i = 12.1 \text{ eV} \) and neutral density \( \rho_{na} = 5.4 \times 10^{18} \text{ cm}^{-3} \). Plasma formation is essentially driven by multiphoton ionization (MPI) with coefficient \( \sigma_K = 2.88 \times 10^{-99} \text{ s}^{-1} \text{cm}^{2K}/\text{W}^K \) and number of photons \( K = 8 \). Equations (1) and (2), moreover, include avalanche ionization \( \sigma = 5.44 \times 10^{-20} \text{ cm}^{-2} \) and group-velocity dispersion (GVD) with \( k'' = 0.2 \text{ fs}^2/\text{cm} \).

We now derive a reduced model, which follows from freezing the temporal dependencies of \( \mathcal{E} \) in Eq. (1). For subpicosecond durations, avalanche ionization and related absorption are ignored. We also omit GVD whose coefficient \( k'' \) is weak and assume that MPI counterbalances Kerr focusing at a time slice \( t = t_c(z) \), where a dominant spike with temporal extent \( T \) emerges from the pulse profile and keeps the same order of magnitude along propagation. Because there exists evidence [12] that MPI shortens pulses to 1/10 of their initial duration, we choose \( T = t_p/10 \). Setting \( \mathcal{E}(x,y,z,t) = \psi(x,y,z) \times \chi(t,t_c(z)) \), where the function \( \chi \) is modeled by the Gaussian \( \chi(t,t_c(z)) = e^{-(t-t_c(z))^2/T^2} \), we plug this ansatz into Eqs. (1) and (2) and use the expression of \( \rho = \sqrt[8]{(8K)/\tau_K} T \sigma_K \rho_{na} |\psi|^{2K} \{ \text{erf}[\sqrt{2K}(t - t_c(z))/T] + 1 \} \), where \( \text{erf}(x) \) denotes the error function. We next integrate Eq. (1) over the entire time domain after multiplying it by \( \chi \). The equation for \( \psi \) thus reads

\[ i \partial_z \psi + \frac{1}{2k_0} \nabla_\perp^2 \psi + \alpha k_0 n_2 |\psi|^2 \psi - \gamma |\psi|^{2K} \psi + i \nu |\psi|^{2K-2} \psi = 0, \]

(3)

with \( \alpha = [1/\sqrt{8} + D(t_p)/4\tau_K], \nu = \beta^{(K)}/2\sqrt{K}, \) and \( \gamma = k_0 \sigma_K \rho_{na} \sqrt{\pi/8K T}/2 \rho_c \). Here, the function

\[ D(t_p) = \frac{1}{\sqrt{8}} \int_{-\infty}^{+\infty} e^{-(u^2/8\tau_K)^2} \left( (u/\tau_K)^2 - 2u^2/T^2 \right) \times \left[ \text{erf} \left( \frac{\sqrt{2u}}{T} \right) - \frac{T}{\sqrt{8\tau_K}} + 1 \right] du \]

(4)

follows from averaging in time the delayed Raman response. For durations \( 85 \leq t_p \leq 510 \text{ fs} \), \( D(t_p) \) varies between 0.0868/\( t_p \) and 0.117/\( t_p \), while 0.39 \( \leq \alpha \leq 0.51 \), respectively. Note that this model does not depend on the longitudinal location of the time slice \( t = t_c(z) \).

For testing the reliability of Eq. (3), we first simulate with Eqs. (1) and (2) the evolution of an anisotropic \( N \)th-order super-Gaussian (SG) input pulse, \( \mathcal{E}_0 = \sqrt{I_0} e^{-((x^2/w_0^2 + 2y^2/w_0^4) - r^2)/r_0^2} \), perturbed in space and time by an isotropic 10% random amplitude noise. Figure 1(a) shows the plasma strings \( \max(\rho, |\mathcal{E}|_{\text{max}}) \) produced by this pulse with the beam parameters \( w_0 = 0.2 \text{ cm}, t_p = 85 \text{ fs}, N = 2, \) and \( P_{in} \approx 88P_{cr} \). Integration along the \( z \) axis is performed with a spectral code in \( \chi(x,y,t) \) running over 128 processors and using an adaptive step in \( z \) tuned on the intensity growth. Because of their dependence over \( |\mathcal{E}|^{2K} \) the plasma strings, having a size in ratio 1/\( \sqrt{K} \) of the filament waist, provide direct information on the beam isointensities and on the location of the filaments in the \( (x,y) \) plane. The simulation shows an early disordered emission of short-scale cells nucleated at different locations, as observed in [9]. At later distances, however, these cells self-organize into three distinct channels, which do not interact significantly and conserve their

FIG. 1. (a) Plasma strings produced by a perturbed SG pulse governed by Eq. (1) with \( N = 2, P_{in} \approx 88P_{cr} \), and \( w_0 = 0.2 \text{ cm} \). (b) Isointensity pattern of the filamentary structures created by the same pulse averaged in time following Eq. (3).
mean transverse position. For comparison, we use the fluence distribution \( \mathcal{F} = \int_{-\infty}^{\infty} |\mathcal{E}|^2 dt \) of the same pulse as an input datum for Eq. (3). Figure 1(b) shows the corresponding iso-intensity plot. Intermittency in filament nucleation occurs again in the early propagation over short ranges \( \leq 0.5 \text{ m} \), before the filaments gather into a limited number of channels. Short-scale filaments self-attract around specific points in the diffraction plane and produce three clusters of light. These sustain a longer propagation while they still continue to excite short-living cells in their vicinity. This dynamics is qualitatively similar to that developed in Fig. 1(a).

Although restrained to a single time slice, the 2D model reproduces qualitative behaviors of the original 3D Eqs. (1) and (2). Therefore, we find it worth mentioning some major properties of the reduced equation. In the absence of MPA, Eq. (3) admits soliton solutions exhibiting an SG shape with waist \( w_s \), \( |\varphi_s| \sim A_s e^{-(r/w_s)^2} \), where \( A_s \sim (\gamma/a_k)^{1/(1-k)} \) and \( N \) decreases with the soliton power. When MPA comes into play, it is then easy to evaluate from the power conservation law the maximum dissipation range along which the power in one soliton goes below critical. This length, \( \Delta z_{\text{MPA}} \approx 0.4 \text{ m} \), does not depend on the beam waist and is compatible with the short “life range” of one isolated filament simulated in [9]. In contrast, when several filaments are confined in the same neighborhood, Eq. (3) predicts that they can interact and self-maintain over much longer distances (> 1 m), which explains the apparent robustness of the asymptotic channels in Fig. 1.

To check this concept, we investigate some evolution stages in the filamentation patterns produced by the Teramobile laser [2]. This system delivers 10-Hz rated pulses in collimated geometry with energy up to 0.5 J, transverse diameter equal to 5 cm \( (w_0 \approx 2.5 \text{ cm}) \), and FWHM durations \( (\approx 2 \ln 2 \tau_p) \) tunable from 100 to 600 fs. The coming experiments show photos taken from a white screen positioned in the plane orthogonal to the beam path. A filter with narrow bandwidth around \( \lambda_0 \approx 800 \text{ nm} \) was put in front of a CCD camera.

Figure 2 details the growth of the experimental filaments (colored figures) over 55 m for pulses with 230 mJ energy and duration of 600 fs. Modulations induced by caustics in the spatial beam profile develop as follows: At the edge of the beam where fluctuations are the most intense, filaments occur along a flattened ring inside the focal spot. More filaments are then generated around this ring, which degenerates into a three-pronged fork shape before the final spreading of the beam.

For comparison, we integrated the (2D + 1)-dimensional Eq. (3) from a digitized file of the experimental input beam profile. With a pulse duration of 600 fs \( (\tau_p \approx 510 \text{ fs}) \), the coefficient \( \alpha \) in Eq. (3) takes the value \( \alpha = 0.51 \). Very high spatial resolution \([i.e., 8192^2 \text{ points in the } (x,y) \text{ plane for a box length of } 6w_0]\) was required, in order to solve narrow optical structures reaching \( \sim 10^3 \) times the input intensity \( I_0 \). In Fig. 2, black and white figures illustrate the results of these numerical simulations. The beam containing \( \approx 120 \text{ critical powers begins to form local clots from the highest intensity regions of the beam. Then, others emerge along a ring inside the lower half plane of the focal spot. The final pattern results in a trident-shaped figure, as experimentally observed. Discrepancies in the filamentation distances are attributed to our former choice \( T = 0.1 \tau_p \), which suits in the ionization regime but cannot restore the early self-focusing distances requiring rather \( T = \tau_p \). For such beams with a few tens of critical powers only, Eq. (3) describes a disordered optical distribution having an effective power ratio of \( \sim a_{P_{\text{in}}} P_{\alpha} \approx 60 \). This limits to 24 at the very most the number of genuine filaments reaching the ionization threshold. From these patterns, we can observe that some filamentary channels persist over several meters, whereas others are randomly nucleated over shorter longitudinal scales. The bottom row in Fig. 2 illustrates the numerically computed spatial distortions in the beam profile. These favor the growth of intense peaks that imprint the filamentation figure and locate clusters near which light cells may aggregate.
Let us notice that the resemblance between the experimental and numerical patterns does not lie, of course, in the exact position and number of the filaments, which undergo fluctuations owing to, e.g., atmospheric turbulence or local diffusive processes as they propagate. Instead, qualitative similarities occur in the following sense: Starting with an input coarse profile, the beam amplifies its initial inhomogeneities, and, through modulation instability, it produces bright spots connected by lower-intensity bridges. A “global” pattern then emerges from the zones of highest concentration of light, which form characteristic figures (ring/trident). These aspects are actually well restored by the 2D simulations, using the digitized fluence of the experimental input beam.

Figure 3 displays filamentation stages for pulses delivered by the Teramobile system, with a shorter FWHM duration of 100 fs ($t_p = 85$ fs) and 230 mJ energy. The power range here accesses 2.3 TW, i.e., about 700 critical powers. A ring-shaped zone supports major spots initiated by the highest-intense defects of the initial beam ($z = 30$ m). These “hot” spots self-focus more and more over several meters, while they excite secondary smaller-scaled filaments in their vicinity ($z = 35$ m). Evacuation of power excess (MPA, collapse dynamics) undergone by the primary filaments finally allows the transfer of power to the central zone of the beam, which serves as an energy reservoir for exciting new sequences of small spots ($z \approx 50$ m). Equation (3) computed with $\alpha = 0.39$ ($t_p = 85$ fs) restores these features with less discrepancy in the filamentation distances, since the beam contains much higher power than in the previous case. From these results, we can examine specific geometrical zones in the beam pattern. Characteristic examples are indicated by the labels 1–3: (1) points to a couple of hot spots surviving at further distances; (2) indicates an active region of the beam, where intense filaments decay into cells of lesser intensity; (3) identifies an area including a crosswise structure that keeps some filaments robust over 5 m. Spatial distortions in the 2D simulations qualitatively agree with the experimental features. The beam breaks up into more cells ($\alpha P_{in}/P_{fil} \sim 110$) than in the previous lower-power case. Note that even if some filaments are still able to survive over several meters at the most powerful regions of the pulse, random nucleation of optical cells seems here more developed than in the patterns shown in Fig. 2. At high powers, clusters of filaments cannot, indeed, propagate independently due to their smaller separation distance. They experience more substantial power transfers through the overall surface of the beam, which, therefore, increases the number of secondary cells.

In summary, we have investigated the multiple filamentation of collimated beams delivered by the Teramobile laser, for powers up to several TW. Long-range filaments are initiated by the most intense fluctuations of the input beam, and these may persist over several tens of meters. Small-scale spots arise and recur rapidly at other places in the diffraction plane, in agreement with the scenario of “optically turbulent light guides” proposed in Ref. [9]. The long-living primary filaments, as well as unstable randomly nucleated ones, can be described by the reduced 2D model [Eq. (3)], which reproduces qualitative events in the filamentation patterns.

Experiments were realized in the framework of the Teramobile Project, funded jointly by CNRS and DFG.
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The filamentation of ultrashort pulses in air is investigated theoretically and experimentally. From the theoretical point of view, beam propagation is shown to be driven by the interplay between random nucleation of small-scale cells and relaxation to long waveguides. After a transient stage along which they vary in location and in amplitude, filaments triggered by an isotropic noise are confined into distinct clusters, called “optical pillars,” whose evolution can be approximated by an averaged-in-time two-dimensional (2D) model derived from the standard propagation equations for ultrashort pulses. Results from this model are compared with space- and time-resolved numerical simulations. From the experimental point of view, similar clusters of filaments emerge from the defects of initial beam profiles delivered by the Teramobile laser facility. Qualitative features in the evolution of the filament patterns are reproduced by the 2D reduced model.
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I. INTRODUCTION

First experiments on the long-range propagation of femtosecond (fs) laser pulses were performed in the mid-1990s [1–3]. In these experiments, infrared laser pulses with durations of about 100 fs produced narrow filaments of several meters, along which more than 10% of the energy was observed to be localized in the near-axis area. This phenomenon is attributed to the early self-focusing of laser radiation, which originates from the Kerr response of air and leads to an increase of light intensity. This growth is then saturated by the defocusing action of the electron plasma created by photoionization of air molecules. As a result, the maximum light intensity in the filament does not exceed $10^{14}$ W/cm$^2$ for infrared pulses. If the pulse power is less than a few critical powers for self-focusing ($P_{cr}$) in air [1,2], only one filament is created. At higher powers, two or more filaments can be produced [3–7]. Knowing that novel optical sources nowadays access the terawatt (TW) range, it is thus timely to understand the dynamics of fs light pulses when they decay into multiple small-scale structures, in view of improving, e.g., atmospheric remote sensing techniques [8].

Filaments originate from the modulational instability (MI) triggered by the nonlinear response of air. Applied to an optical background, MI breaks up high-power beams into small-scale cells that each convey a power close to $P_{fil} = \pi^2 P_{cr}/4$ [9–11]. These cells are then amplified through the collapse dynamics and relax their inner power to the critical one, until they reach the ionization threshold near which they give rise to various transverse patterns and undergo strong temporal distortions [11,12]. At relatively low energies ($\leq 5$ mJ), a beam can decompose only into a couple of small spots that fuse as they attain a full ionization regime [5]. This fusion mechanism reduces the final number of output filaments along the propagation axis. For broader beams conveying much higher energies, another scenario [13], elaborated from three-dimensional (3D) numerical simulations of a central portion of the pulse over a dozen of meters, emphasizes a propagation sustained by random nucleation of small-scale filaments: Collapsing cells resulting from MI are regularized via plasma defocusing with very weak losses from multiphoton absorption (MPA). Recurrent collapse events, which are fed by the energy reservoir created from anterior defocused filaments, then form an “optically turbulent light guide,” which drives the pulse dynamics. This latter scenario contrasts with the simple picture of light guides that stay robust over long distances.

The goal of this work is to clear up this apparent controversy by investigating pulse filamentation up to the Rayleigh range for high input powers ($10 < P_{in}/P_{cr} < 1000$). To address this issue, we first briefly recall the fundamental equations governing the atmospheric propagation of ultrashort pulses. Because the numerical integration of these equations over long distances in full (3D+1)-dimensional geometry is mostly limited by the available computer capacities, we propose a (2D+1)-dimensional model derived by averaging all time dependencies in the laser envelope and the plasma response. This reduced model [7] admits solitonlike states that describe short-range “randomly-nucleated” filaments. We show that these structures confine themselves into a limited number of long-range coherent objects, termed as “optical pillars.” Besides transient stages where turbulent cells recur, these new structures around which filaments self-organize drive the pulse dynamics. This property is confirmed by the direct solving of the (3D+1)-dimensional equations applied
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to mm-waisted ultrashort pulses. Second, we compare experiments with numerical simulations in order to understand how filaments are produced and how they impact on the long-distance propagation of TW pulses with peak powers as high as 1000 times $P_{cr}$. To do so, three series of experiments involving the Teramobile facility [14] are performed in parallel geometry, with beam powers varying between 120 and 1000 $P_{cr}$. Each series of experiments is numerically simulated by means of the averaged-in-time approach. This model is found to reproduce the qualitative features of the experimental patterns. High-intensity defects in the spatial distribution of the input beam generate “optical pillars” persisting over several tens of meters through the propagation. By “optical pillars” we mean discrete light spots capable of amalgamating short-living solitonlike cells that self-attract around specific points in the diffraction plane. The resulting structure then sustains a long-range propagation, while it can still continue to excite short-range cells in its vicinity. Optical pillars indeed evacuate power as they collapse, so that randomly nucleated filaments may recur more and more along the optical path, in accordance with the scenario of [13]. The major difference between the concept of “optical pillars” and both the “optically-turbulent light guide” [13] and “self-waveguiding” [1] models lies in the following: The possibility of guiding the beam through a small number of quasicon- tinuous long-range clusters created from its most intense regions. A last experiment realized in converging geometry validates this concept: A focused beam is observed to decay into several tens of small-scale cells before the focal point of the beam. The linear lensing shrinks all filaments at the focal point, after which only three quasiconsecutive channels of light keeping the same average direction propagate over almost 10 m.

The paper is organized as follows. In Sec. II we briefly recall the model equations. Section III is devoted to the derivation of the reduced (2D+1)-dimensional model and to the analysis of its solitonlike solutions. Emphasis is put on soliton interactions in the conservative regime and on the action of MPA which damps the soliton profiles and decreases their velocity in the $(x,y)$ frame.

These equations apply to fs pulses moving in their group-velocity frame $(t \rightarrow t - z/v_g)$, with the central wave number $k_0 = 2\pi/l_0$. The critical power for self-focusing is defined by $P_{cr} = k_0^2/2\pi n_0$, where $n_0 = 3.2 \times 10^{-19}$ cm$^2$/W. In Eq. (1a), $z$ is the optical distance of propagation while $\nabla^2 = \partial^2_x + \partial^2_y$ accounts for optical diffraction in the $(x,y)$ plane. The second-order temporal derivative refers to normal group-velocity dispersion (GVD) with the coefficient $k^2 = 0.2$ fs$^2$/cm. The complete Kerr response of air, defined by Eq. (1b), is composed of an instantaneous contribution and a delayed part in ratio $\theta$, with a relaxation time $\tau_\theta = 70$ fs [5,17]. The quantity $\rho_U = 1.8 \times 10^{13}$ cm$^{-3}$ is the critical plasma density beyond which the beam no longer propagates. Power dissipation is assured by multiphoton absorption (MPA) with coefficient $b_{K^{(8)}} = 4.25 \times 10^{-98}$ cm$^{13}$/W$^{7}$ [15,17]. In Eq. (1c), plasma defocusing is mainly induced by ionization of oxygen molecules with gap potential $U_i = 12.1$ eV, contributing to 20% of the neutral density $\rho_n = 2.7 \times 10^{19}$ cm$^{-3}$ [17], so that the effective density of neutral molecules is given by $\rho_n = 5.4 \times 10^{18}$ cm$^{-3}$. The number of photons $N$ needed to extract electrons from neutral atoms is then $N = 8$. The electron plasma is essentially driven by multiphoton ionization (MPI) with coefficient $\sigma_{K^{(8)}} = 2.88 \times 10^{-99}$ s$^{-1}$ cm$^{16}$/W$^8$. Avalanche (cascade) ionization and plasma absorption identified by the cross section for inverse bremsstrahlung $\sigma = 5.44 \times 10^{-20}$ cm$^2$ complete this model.
III. THE REDUCED 2D MODEL

In the following, we consider input electric field distributions characterized by a beam waist \( w_0 \), half-width duration \( t_p \), and Rayleigh length \( z_R = \pi w_0^2 / \lambda_0 \).

A. Derivation

Current limitations of even the most modern, massively parallel computer machines still prevent us from accessing a complete description of a km-range propagation of broad, cm-waisted beams as a whole, in reasonable CPU times. For example, a beam waist of about 2.5 cm only and a pulse duration \( \sim 100 \) fs, the appropriate resolution would require at least \( 2^{37} \) mesh points for numerical box lengths in \((x,y,z)\) of 15 \times 15 cm\(^2\) and 600 fs, respectively. In addition, it is often necessary to employ an adaptively refined step along \( z \) able to resolve correctly the sharp peaks coupled to narrow plasma channels with size \( \leq 50 \) \( \mu \)m, emerging along the filamentation process. Numerical simulations fulfilling these needs then consume several Terabytes in memory for a single run, which we have to avoid. For this reason, we may alternatively derive a reduced model from the original \((3D+1)\)-dimensional equations. This model amounts to reducing the number of effective dimensions by freezing suitably the temporal dependencies of the field. Even though this reduction is primarily motivated by technical constraints, it also allows us to gain a deeper insight into the transverse dynamics of the filamentation phenomenon.

To establish the 2D model, we first apply some preliminary approximations. Considering subpicosecond durations, avalanche ionization and related plasma absorption have a weak incidence on the pulse dynamics for the parameters examined below and we thus ignore them. We can also omit group-velocity dispersion, whose physical coefficient \( k'' = 0.2 \) \( \text{fs}^2/\text{cm} \) makes it too weak for being a key player competing with ionization of air molecules over filamentation distances limited to 100 m. Former numerical simulations in this field showed that femtosecond filamentations result from the competition between Kerr self-focusing and MPI. We thus assume that MPI mainly counterbalances Kerr self-focusing at a time slice \( t = t_z(z) \) where a dominant spike with temporal extent \( T \) emerges in the pulse temporal profile. This duration \( T \) is conjectured to keep the same order of magnitude along propagation. Therefore we decompose \( \mathcal{E} \) as follows:

\[
\mathcal{E}(x,y,z,t) = \phi(x,y,z) \times \chi[t_t,t_z(z)],
\]

where the temporal distribution for the highest-intensity peak is modeled by the Gaussian \( \chi[t_t,t_z(z)] = e^{-[(t - t_z(z))^2]/T^2} \). Under the previous hypotheses, we can plug the above expression of \( \mathcal{E} \) into Eq. (1), use the expression of \( \rho \) into Eq. (2), and integrate Eq. (1a) over the entire time domain after multiplying it by \( \chi \). The resulting equation for \( \psi \) reads

\[
\frac{\partial \psi}{\partial z} = \frac{i}{2k_0} \nabla_z^2 \psi + i \alpha k_0 \rho \frac{\psi^3}{\sqrt{2}} [\psi^2 \psi - i \gamma] \psi^{2K} \psi - \frac{\beta K}{2 \sqrt{K}} \psi^{2K-2} \psi,
\]

where \( \alpha = (1 - \theta + \theta D / \sqrt{2} \tau_g) / \sqrt{2} \), \( \gamma = \sqrt{\pi/8K(T_0 \tau_\phi \rho_0)/(2 \rho)} \), and

\[
D = \int_{-\infty}^{+\infty} e^{2u^2 - \sqrt{\tau_\phi} \tau_\phi - 2\nu^2 u^4 / T} \left[ \text{erf} \left( \frac{2u}{T} - \frac{T}{\sqrt{8 \tau_\phi}} \right) + 1 \right] du.
\]

Here, the integral \( D \) follows from averaging in time the delayed Kerr component, where, in agreement with antecedent studies (see, e.g., Refs. [5,17]), we shall henceforth impose \( \theta = 1/2 \). Equation (3) describes the transverse dynamics of fs beams, with appropriate coefficients \( \alpha, \gamma \) keeping the trace of averaged variations in time of the pulse. It is worth noticing that this model does not depend on the longitudinal location of the time slice \( t = t_z(z) \). The only arbitrariness is the choice of the peak duration \( T \). On the one hand, a natural assumption would be to opt for \( T = t_p \), i.e., an ionization front raises from a wave structure with mean duration comparable to that of the input pulse. For example, when \( t_p = 85 \) fs and \( \tau_K = 70 \) fs, this choice leads to \( D \approx 0.707 \) and \( \alpha = 0.57 \). On the other hand, there now exists evidence [15,18] that MPI can shorten pulses to mean duration reaching 1/10 of their initial values. Setting \( T = 0.1t_p \) with \( t_p = 85 \) fs then provides the coefficients \( D = 0.117 \), so that \( \alpha = 0.39 \). Note from these estimates that the global effect of the delayed Kerr component is to increase the effective power for self-focusing to some extent. This property may explain former experimental observations [1], following which powers above three times \( P_{cr} \) are often necessary to create one localized filament. Because we wish to describe filamentation patterns in a full ionization regime, we henceforth assume \( T = t_p / 10 \). This value was found to provide the best approximations of fluence patterns developed by \((3D+1)\)-dimensional fs pulses.

Let us now discuss inherent properties to Eq. (3) before proceeding to comparisons of this 2D approach with direct simulations of Eq. (1).

B. Solitonlike dynamics

For technical convenience, we express Eq. (3) into a dimensionless system of units. Only employed in this section, this change of variables and fields fixes the saturation intensity \( I_{\text{sat}} \) realizing an equilibrium between Kerr and MPI nonlinearities to the unity. By introducing the rescaled variables \( \bar{Z} = \sqrt{\tau_\phi} \), \( \bar{X} = \sqrt{2k_0} ((\alpha k_0 \rho_0) \bar{X} / \gamma)^{1/2(2K-2)} \), \( \bar{Y} = \gamma \sqrt{2k_0} ((\alpha k_0 \rho_0) \bar{Y} / \gamma)^{1/2(2K-2)} \), the rescaled field \( \bar{A} = \phi \gamma / \sqrt{\alpha k_0 \rho_0} \), and the parameter \( \bar{\nu} = (\beta K / \sqrt{2}) \times (\alpha k_0 \rho_0) \gamma^{2K} \), it is straightforward to rewrite Eq. (3) in the form

\[
\frac{\partial \bar{A}}{\partial \bar{Z}} = i \Delta_+ \bar{A} + i \bar{A} \Delta_+ \bar{A} - i \bar{A} \bar{A} \Delta_+ \bar{A} - \nu |\bar{A}|^{2K-2} \bar{A},
\]

where \( \Delta_+ = \partial^2 / \partial \bar{X}^2 + \partial^2 / \partial \bar{Y}^2 \) and the parameter \( \nu \) takes the value \( \nu = 0.154 \) with the above choices of \( \alpha = 0.39 \), \( t_p = 85 \) fs, and \( T = t_p / 10 \).
are close to the Townes mode of the cubic NLS equation ones exhibit a shape resembling high-order super-Gaussians.

\[ P_{\text{sat}} = 1.92P_c \quad \text{(A=0.254)} \quad \Delta = 15. \]

FIG. 1. (a) Soliton power vs \( \Lambda \), (b) soliton amplitude vs \( \Lambda \), (c) soliton width vs \( \Lambda \), and (d) eigenvalues of the internal modes \( \delta \phi \) vs \( \Lambda \). The dashed line marks the maximum value of \( \lambda \) for which discrete (localized) perturbative modes exist, i.e., \( \lambda \ll \Lambda \).

1. Conservative case \( \nu=0 \)

In the nondissipative regime \((\nu=0)\), Eq. (4) admits soliton solutions in the form \( \Lambda = \phi(X,Y)\exp(iAZ) \), where the soliton shape \( \phi \) is real-valued and satisfies

\[ -\Lambda \phi + \Delta_{\perp} \phi + \phi^3 - \phi^{k+1} = 0. \]  

Here, we restrict ourselves to the single-hump, nodeless ground state soliton solution. Figures 1(a)–1(c) show the basic properties of this soliton family characterized by \( P_c \), i.e., the power \( P = \int |\phi|^2 d\mathbf{R} \) computed on the shape \( \phi \), its maximum amplitude \( \phi_{\text{max}} \) and full width at half-maximum (FWHM) over the soliton parameter \( \Lambda \). Low-power solitons are close to the Townes mode of the cubic NLS equation [corresponding to \( |\phi|^2 \gg |\phi|^{2k} \) in Eq. (4)], with power \( P_c = 11.68 \) and near-Gaussian spatial shape [19]. High-power ones exhibit a shape resembling high-order super-Gaussians (SG). Their respective intensity \( \phi_{\text{max}}^2 \) is always below (although close to) the saturation threshold \( I_{\text{max}} = 1 \).

An important feature is the monotonous increase of \( P_c \) vs \( \Lambda \), which implies orbital stability of these nonlinear objects, in accordance with the so-called Vakhitov-Kolokolov criterion \( dP_c/d\Lambda > 0 \) [20] (see also Refs. [21–23]). Figure 1(d) confirms the stability of such stationary-wave structures from a numerical computation of azimuthal perturbations \( \delta \phi \sim e^{im\theta}e^{i\phi}Z \) acting against the ground state \( \phi \), with angular number \( m \) and eigenvalue \( \lambda \) (see details on the related spectral problem in Appendix A). First, we observe that all eigenvalues \( \lambda \) are real-valued, so this family of solitons is linearly stable. Second, in the parameter range \( 0.16 < \lambda < 0.29 \) (1.05 < \( P_c / P_s < 3.2 \) respectively) there are no internal modes, i.e., breather modes characterized by periodic oscillations in their amplitude. Therefore, in this regime we expect the solitons to be particularly robust due to the lack of internal oscillations. The corresponding FWHM and intensity maxima expressed in physical units are \( 150–200 \mu\text{m} \) and \( (5–7) \times 10^{13} \text{W/cm}^2 \), which is in excellent agreement with the usual waist and intensities reached by femtosecond filaments in air [16,17,24].

Solitons are strong nonlinear attractors. Starting with any low intensity field distribution containing sufficient power, self-focusing always leads to the formation of one or more solitons. Another consequence of this dynamics is that these objects attract each other and can mutually fuse. Figure 2 shows iso-intensity plots of the merging of two identical solitons with individual power \( P_{\text{fil}} \) and separation distance \( \Delta \).

From the above analysis, we expect solitons with powers \( 1.05 < P_{\text{fil}} / P_c < 3.2 \) to be specifically robust (absence of internal modes). Indeed, for fixed \( \Delta = 15 \) solitons without internal modes [Fig. 2(b)] merge at larger distances \( Z \) than those capable of internal oscillations [Figs. 2(a) and 2(c)]. Moreover, if we look at the final states after the fusion processes, only in Fig. 2(a) a robust, new fused static waveguide emerges, starting from \( 2P_{\text{fil}} / P_c = 2 < 3.2 \). In Figs. 2(b) and 2(c), the opposite condition \( 2P_{\text{fil}} / P_c > 3.2 \) leads to “breathing” solutions due to the internal mode with \( m = 2 \). For an increased separation, \( \Delta = 20 \), the point of fusion shifts to significant higher values of \( Z \) [Fig. 2(d)]. Reexpressed in physical units, two filaments separated from each other by a distance \( \sim 0.6 \text{ mm} \) can propagate over more than 3 m before merging.

Using virial arguments detailed in Appendix B, these behaviors can receive a theoretical justification. Two Gaussian-like filaments (which is a reasonable approximation for \( P_{\text{fil}} < 3P_c \)) with an amplitude close to saturation may merge even without dissipation, provided that both their individual powers and mutual separation distance are below some thresholds. Whenever \( \nu = 0 \), this property can indeed be anticipated from the dynamical relation governing the mean-square radius of the beam, \( \langle R^2 \rangle = \int |\mathbf{r}|^2 |\phi|^2 d\mathbf{R} / P \).
specific regimes for which the interaction terms entering the dynamical relation for $\langle R^2 \rangle$ remain relevant while the overall radius of the two-component beam decreases, it is found that merging applies in particular to Gaussian-shaped solitons with waist $W_{\text{fil}}$ and power $P_{\text{fil}}$ satisfying $\Delta \leq \Delta_{\text{lim}} \approx \sqrt{10} W_{\text{fil}}$ and $P_{\text{fil}} \approx 1.35 P_c$. For wider separation distances ($\Delta > \Delta_{\text{lim}}$), the interaction terms vanish and the solitons should in principle cease to interact. Up to discrepancies linked to the starting assumptions (see Appendix B), these expectations are compatible with the results shown in Fig. 2.

### 2. Dissipative case $\nu \neq 0$

When MPA is introduced, Eq. (4) no longer admits stationary solutions. Nevertheless, especially for $\nu \ll 1$, the system still holds certain features, deducible from the conservative case. First, for intensities far below the threshold $\sim 1$, the dissipative term is irrelevant anyway. So, in the self-focusing regime, formation of “solitons” can proceed as without losses. After reaching a “quasi-soliton” state with an intensity $\sim 1$, dissipation comes into play. Since there exists a conservative ground state for all $P > P_c$, the “quasi-soliton” slides “adiabatically” down the curve in Fig. 1(a) until reaching the effective collapse threshold $P_c$ of the cubic Schrödinger equation. Figure 3(a) shows this property for different powers of the initial soliton. Due to their “flat top” shape, high-power ground states undergo higher losses. As a consequence, starting with high power does not significantly enlarge the dissipation range, which was found numerically $< 70$ for input powers up to $20 P_c$. Reexpressed in physical units using the above parameters $\alpha$, $t_p$, and $T$, this value predicts a maximum filament length $< 1$ m per pulse, which agrees with the short “life-time” along $z$ of the recurrent filaments observed in [13].

Modeling the solitons $\phi$ close to the saturation threshold as $\phi = \exp[-(R/W_{\text{fil}})^{2\nu}]$ with $\nu \gg 1$, it is possible to solve approximately the power relation $\partial_t P = -2\sqrt{\nu} \int \phi^2 d\vec{R}$. By using $\int \phi^2 d\vec{R} = K^{-1/\nu} \int \phi d\vec{R} = K^{-1/\nu} P_t$, we can evaluate the dissipation range $\Delta Z_{\text{MPA}}$, along which the beam power persists above $P_c$, as

$$\Delta Z_{\text{MPA}} = \frac{K^{1/N}}{2\nu} (1 - P/P_c),$$

where $P_t$ is the initial soliton power. This estimate takes the maximum value $\Delta Z_{\text{MPA}} \approx 25$ when $P_t \gg P_c$ and $N \rightarrow 1$. In physical units, $\Delta Z_{\text{MPA}}$ predicts a maximum filament length of $\approx 0.35$ m, which is in the same order of magnitude as our numerical result.

Last but not least, dissipation has a significant influence on the fusion dynamics. By comparing Fig. 3(b) to Fig. 2(d), we see that the presence of MPA promotes the mutual coalescence of filaments. The point of fusion shifts to significantly smaller propagation distances. This behavior is understandable in the sense that MPA shifts the “quasi-solitons” to the low power regime $P < 1.05 P_c$, where we expect an easier merging. Another interesting point is that the dissipation range can be enlarged with the help of the fusion mechanism. The central beam, visible in Fig. 3(b) at $Z = 150$, indeed clearly exceeds the predicted dissipation range of a single filament.

In summary, Eq. (4) stresses that spatial solitons are the natural objects modeling self-guided femtosecond filaments in the transverse plane. Although their individual range of propagation may be limited to short distances $< 1$ m by MPA, their capability of merging at relatively low powers enables them to propagate over more extended ranges.

### IV. (2D+1)-VERSUS (3D+1)-DIMENSIONAL NUMERICAL SIMULATIONS

In this section, we return to physical units and compare results of our reduced 2D model [Eq. (3)] with corresponding space-time resolved 3D simulations [Eq. (1)].

#### A. 2D simulations

Reframed in the present context, Fig. 4 illustrates filamentation patterns in the 2D approximation, for which different beams undergo random perturbations. Because realistic perturbations mostly differ from oscillatory modulations lined on the maximum MI growth rate [11], we opted, by comparison with antecedent experimental data [5,6], for an input anisotropic 6th-order SG beam in the form $\psi = \sqrt{\nu_0} \exp[-(x^2 + 2 y^2)^{\nu} W_{0}^2]$, perturbed at $z = 0$ m by an isotropic 10% random noise in amplitude and multiplied by a 10% noisy Gaussian temporal profile ($t_p = 85$ fs). The fluence distribution $[F = \int_{-\infty}^{\infty} |S(t)|^2 dt]$ of the resulting beam is then employed as the input condition for the 2D model. Figure 4(a) shows the isointensity plots for a perturbed beam with $N = 3/2$, $w_0 = 1$ mm, and $P_{\text{in}} = 20.5 P_c$. The beam first forms a ring giving rise to two filaments. These merge and reform during a transient stage before they refocus into a robust lobe at center. Intermittency in filament nucleation occurs in the early propagation stage over short ranges, which can be compared with the scenario of the optically turbulent light guide proposed in [13]. However, at larger distances, the filaments relax to a single one in the $(x,y)$ plane. This waveform afterwards does not change until the Rayleigh length ($z \approx 4$ m), beyond which it diffracts slowly. Filaments reach the maximum intensity $I_{\text{max}} \approx 7 \times 10^{13}$ W/cm$^2$ over distances $\Delta Z_{\text{MPA}} < 1$ m, but they asymptotically remain captured in longer soliton envelopes that locate “optical pillars” in the medium. Similar patterns of two main filaments fusing into one were observed to generically occur with different beam
shapes and peak powers comprised between $15P_{cr}$ and $40P_{cr}$. This dynamics fully agrees with previous experimental observations [5]. For higher powers, Fig. 4(b) shows a broader ($N=2$) SG beam with $88P_{cr}$ and wider waist $w_0=2$ mm. Filamentary structures with the largest separation distances create strong individual attractors which organize the beams into three major long-range pillars composed of solitonlike filaments. An early stage of “random nucleation” precedes the formation of these three filamentary channels, which may move in the $(x,y)$ plane while they attempt to attain an equilibrium position.

Like the soliton pattern shown in Fig. 3(b), these two simulations confirm that the mutual interaction between optical cells helps in maintaining the robustness of the beam envelope over several meters.

B. 3D simulations

For comparison, Eqs. (1) are now solved by means of a spectral code using fast Fourier transforms in the $(x,y,t)$ variables. Integration along the longitudinal axis ($z$) is performed with an adaptive step tuned on the intensity growth. In the transverse dimensions, a fixed mesh with $\Delta t=0.5$ fs and $\Delta x=\Delta y=15$ $\mu$m was used. Simulations were realized on the massively parallel machine (TERA) of the CEA, where we used up to 128 processors per run. Details on further numerical aspects and limitations in $(3D+1)$-dimensional computing are given in Appendix C.

Figure 5 shows the filamentation of pulses with the same input distributions as the ones used in Fig. 4. In Fig. 5(a) we display the plasma strings produced by the beam with $20.5P_{cr}$. Figure 5(b) shows their associated intensity profiles in the plane $(x,y=0,t)$ at different $z$ positions, along the $y$ axis crossing the two primary spots condemned to merge. The temporal pulse profile, even subject to strong distortions, does not prevent the transverse dynamics of the pulse from developing as in Fig. 4, up to second-order discrepancies in the focus point linked to the choice of $T$ (see Sec. IV C). Although different temporal slices come into play, all of them support the propagation of cells first nucleated at different locations, then remaining localized around the same place in the $(x,y)$ plane. Plasma strings associated with pulse components of maximum intensity and duration nearby $1/10$ of the input pulse dominate, which makes our previous assumption for averaging the $(3D+1)$-dimensional equations valid. Finally, Fig. 5(c) depicts the plasma strings created by the SG pulse with $88$ critical powers, $N=2$ and $w_0=2$ mm. Three distinct channels clearly emerge in the $(x,y)$ plane. They do not interact significantly but remain almost robust at their transverse position, in agreement with the filamentation pattern of Fig. 4(b).
C. Limitations of the reduced model

Major advantages in employing the 2D model concern, of course, the gain in computation time when we only focus on the spatial dynamics of the pulse (see Appendix C). With this aim, Eq. (3) has been successfully employed for clearing up alternative problems, such as, e.g., the interaction of an ultrashort filament with an opaque droplet [24,25]. Experiments on this topic [24] revealed the remarkable robustness of femtosecond filaments with typical waists $\sim 150 \mu m$ when they hit a micrometric droplet with a diameter at large as 2/3 the filament size. The collision results in a minimal loss of energy and the filament self-heals over very short distances. Recent numerical investigations [25] analyzed this intriguing property. The interaction pattern, simulated from the full 3D system, displayed evidence of the complete re-building of the pulse over 2 cm only. The same filament modeled by solitons of Eq. (3) restored an identical pattern within the same longitudinal interval.

Besides such convenient aspects, a 2D reduction of the propagation equations cannot, unfortunately, avoid certain weaknesses. Identifying a 3D, time-resolved filament with a 2D “soliton” means that we only focus on the core of the filament and discard its different time slices [15]. Indeed, Eq. (3) accounts for the time slice with maximum intensity only. For describing, e.g., the self-healing of a fs filament with a micrometric droplet, this simplification has almost no incidence because the interaction length of the beam with the obstacle is short along the $z$ axis. However, when we simulate long-range propagations, certain concessions in the agreement with fully time-resolved computations have to be made.

(i) The arbitrary choice of the temporal extent $T=0.1\tau_p$ prevents us from restoring quantitatively the early self-focusing distances of a beam at relatively low powers ($\leq 100P_{\text{sat}}$), as can be seen by comparing Figs. 4 and 5. Indeed, this choice determines the value of the parameter $\alpha$ [Eq. (3)] that fixes the effective critical power in the pulse time slice under consideration. Setting $T=0.1\tau_p$ is suitable for describing filamentation patterns evolving in ionization regimes, but this choice can lead to visible discrepancies in the location of the first focus point, for which the value $T=\tau_p$ yielding a higher $\alpha$ would be more adapted. Remembering Marburger’s formula [10] that evaluates the collapse point, $z_c$, of collimated Gaussian beams in the self-focusing regime:

$$z_c = \frac{0.367z_0}{\sqrt{(\alpha P_{\text{sat}}/P_c - 0.852)^2 - 0.0219}},$$

it is seen right away that the differences in the location of the self-focus point indeed become more pronounced at low ratios $P_{\text{sat}}/P_c$ and for low values of $\alpha$.

(ii) Experimental setups for femtosecond pulse propagation are currently based on chirped-pulse amplification (CPA) Ti:sapphire laser sources. CPA techniques allow us to modify the effective initial pulse duration by varying the distance between the gratings of the pulse compression system. These variations also entail a chirp onto the input pulse phase ($E \rightarrow E e^{i\chi t}$, $\chi=$const), which can lead to noticeable changes in the early self-focusing distances by GVD compensation [26]. Pulse chirping is used to monitor the onset of filamentation [14,27]. Since Eq. (3) ignores the temporal dynamics, applying this model to pulses with an initially large chirped phase may then enhance the differences with the experimental observations.

(iii) Because the averaging procedure involves a single time slice only, the 2D model cannot describe the second focusing of pulses (see, e.g., [16]), which characterizes femtosecond filaments and enables the latter to pursue their propagation over about 1 m. This second refocusing is associated with the late growth of the trailing edge of the pulse. Although it concerns a residual propagation interval in which the pulse intensity noticeably decreases, this process allows one to maintain a femtosecond filament over larger distances than those accessible by the reduced model. In connection with this point, the 2D model also overestimates the losses due to MPA. In full 3D configurations, defocused time slices with lower intensities can maintain a nearly constant power upon propagation until they may focus again. The reliability of the reduced model may thus be limited in, e.g., examining some postionization regimes.

The above discrepancies must not, however, elude the major advantage of the 2D model, which can describe the qualitative dynamics of ultrashort, high-power pulses with broad waists over considerable distances of propagation.

Keeping these limitations in mind, but aware of the information conveyed by the 2D model, we can outline, on the basis of the previous 2D and 3D numerical results, a generic scenario for the filamentation of terawatt fs pulses as follows: (i) Beam modulations give rise to short-range filaments that grow in intensity until reaching the ionization threshold $I_{\text{max}}$. In this limit, near-soliton filaments, searching for an equilibrium position, recur in the diffraction plane within an optically turbulent regime during the early stage of propagation [13]. (ii) As they attain a quasistable configuration with respect to their neighbors, short-range filaments either amalgamate or self-attract without merging, depending on their inner power and separation distances, in order to form a limited number of clusters, named as “optical pillars.” These optical pillars then continue the propagation over longer distances.

Note that this scenario applies to input beams where an isotropic random noise first creates short-scale cells that next relax to quasicoherent structures. For experimental beams exhibiting salient defects, it is not excluded that optical pillars are fixed by the most intense defects of the input beam profile, which further excite turbulent cells in their vicinity, as evidenced below (see also [7]).

V. LONG-DISTANCE PROPAGATION EXPERIMENTS

To figure out how terawatt laser pulses degenerate into multiple filaments over long distances, we investigate some evolution stages in the filamentation patterns produced by the Teramobile laser [14]. This laser system delivers at the 10-Hz rate pulses with energy up to 0.5 J, transverse diameter equal to 5 cm ($w_0=2.5$ cm), and FWHM duration tunable from 100 fs (minimal chirp) to 600 fs (large negative chirp) by detuning the compressor with a chirp opposite to
orthogonal to the beam path. In the first two series of experiments (Figs. 6–8), a filter with narrow bandwidth around λ₀=800 nm was put in front of the camera. Two photos with exposure time of 1/8th s were taken at each distance, so that pictures mostly show single-shot beam patterns. Pictures featuring double-pulse images did not present qualitative change from shot to shot, up to slightly more visible filaments or more pronounced ones at certain distances (see Fig. 6).

Concerning this point, let us emphasize that the resemblance between the experimental and numerical patterns in the forthcoming analysis will not lie in the exact position and number of the filaments, which may undergo similar fluctuations and are subject to atmospheric turbulence or local diffusive processes as they propagate. Instead, qualitative similarities occur in the following sense: Starting with an input coarse profile, the beam amplifies its initial inhomogeneities and, through modulational instability, it produces bright spots connected by lower-intensity bridges. A “global” pattern then emerges from the zones of highest concentration of light, which create characteristic figures (ring/trident/cross). These aspects are actually well restored by the 2D simulations, using the digitized fluence of the experimental input beam.

A. “Low”-power filamentation regime

To start with, we examine the filamentation dynamics of terawatt beams with about 100 critical powers only. Figure 7 shows the occurrence of light filaments over 55 m from the Teramobile beam with 230 mJ energy and pulse duration of 600 fs. Modulations induced by caustics distributed in the spatial beam profile develop as follows: In the early propagation stage, the broad (SG-like) beam tends to develop a ring-shaped zone by diffraction. At the edge of the beam where fluctuations are the most intense, filaments emerge from local defects. Next, several cells occur along a flattened ring inside the focal spot. More filaments are then generated around this ring. They finally self-organize into a trident-shaped figure.

For comparison, we integrated the (2D+1)-dimensional Eq. (3) from a data file of the experimental input beam measured at the distance d=1 m after the laser exit. With a pulse duration of 600 fs (tₚ=510 fs), the coefficient α in Eq. (3) takes the value α=0.51. With a beam waist of 2.5 cm, a very high spatial resolution [namely, 8192² in the (x,y) plane for a box length of 6w₀] was required in order to solve narrow optical structures reaching 1000 times the input beam intensity I₀. Figure 7(b) illustrates the results of numerical simulations. The beam containing ~120 critical powers begins to form local clots from the highest intensity regions. Then, others emerge along a ring inside the focal spot. The final pattern, involving several small-scale spots, results in a trident-shaped figure, comparable with the experimental one. For such beams with a few tens of critical powers only, Eq. (6) describes the filamentation of a disordered optical distribution having an effective ratio of input power over critical of about ∼aPᵢn/Pᵢₚ≈60, which limits at the very most to Pᵢn/Pᵢₚ=24 the number of genuine filaments reaching the ionization threshold. Filaments develop as asymptotic states and become decoupled from the initial amplitude and phase of the wave field. The discrepancy existing in the distance where the first filaments occur, zₖ≈50 m, and the experimental measurement, zₖ≈30 m, is attributed to the pulse chirping, which Eq. (3) ignores, and to our former choice T=0.1 tₚ. As underlined in Sec. IV C, this value suits the experimental development of filaments in the ionization regime, but it cannot restore the early self-focusing distances of the beam requiring rather T=tₚ. Keeping T≪tₚ is, however, necessary to approach a suitable averaged power ratio in the ionization regime, where filaments mostly evolve.
From the numerical as well as experimental patterns, we can observe that some filamentary channels persist from the first focus point over several meters, whereas others are randomly nucleated over shorter longitudinal scales.

B. “Moderate”-power filamentation regimes

Reducing the pulse duration to 100 fs \( t_p = 85 \) fs makes it possible to investigate filamentary patterns promoted by fs beams with powers as high as 700 \( P_{cr} \), i.e., 2.3 TW. In this case, displayed in Fig. 8(a), the beam breaks up into more cells than in the previous lower-power case. Following the estimate recalled in the Introduction, up to \( \alpha P_{in} / P_{fil} \sim 110 \) light cells may form in principle with \( P_{in} = \pi^2 P_{cr} / 4 \). Figure 8(b) reproduces these experimental patterns from a numerical integration of Eq. (3) performed with the parameter \( \alpha = 0.39 \) fixed by \( t_p = 85 \) fs. Note that the discrepancies in the early self-focusing distances signaled in the previous case almost completely disappear at higher powers. Here, a minimal pulse chirping was used. The agreement between the experimental and numerical results is thus quite satisfactory.

C. “High”-power filamentation regimes

Concerning now higher power levels, Fig. 9(a) displays filamentation stages for pulses delivered by the Teramobile.
FIG. 8. (Color) Filamentation patterns (a) produced experimentally for the 700 $P_{cr}$ beam at $z$ = 30 and 50 m. (b) Numerical computations of the same beam from Eq. (3). Labels (1)–(3) indicate beam zones discussed in the text.

FIG. 9. (Color) Filamentation patterns of the 1000 $P_{cr}$ beam delivered by the Teramobile at different propagation distances: (a) Experimental transverse distributions. (b) Image plots from numerical computations performed with Eq. (3).
system, with a FWHM duration of 100 fs ($t_p = 85$ fs) and 330 mJ energy. The power range thus accesses 3 to 4 TW, i.e., about 1000 critical powers. No filter was used in this series of experiments. Although a nontrivial level of overexposure cannot be avoided from the most intense regions of the beam, removing the 800 nm filter makes it possible to exhibit true-colored filaments and to emphasize major optical pillars through the white-light conical emission which signals the presence of nonlinear self-focusing and subsequent plasma generation [14,27]. The filamentation scenario follows the former one: A ring-shaped zone supports a few big spots initiated by the highest-intense defects of the input beam. These “hot” spots self-focus more and more over several tens of meters, while white light occurs on the detection screen. MPA dissipation and evacuation of power excess due to collapse dynamics undergone by the primary filaments allows one to transfer power to the central zone of the beam, removing the 800 nm filter makes it possible to observe the features with almost no discrepancy in the first longitudinal interval.

From the numerical computation, the bright spots observed in the experiments appear to be first excited by an intense primary filament, which afterwards give rise to a bunch of secondary ones emerging as smaller-scale cells located near the central spot. We can observe how the local defects rapidly generate intense spots along a ring. In the upper arch of this ring, the most intense filaments, either as individual entities or gathered in clusters of a few cells, produce ~4 distinct active zones, in agreement with Fig. 9(a). These zones actually consist of robust optical pillars, following the definition given above. They persist over several tens of meters, whereas secondary filaments rapidly recur first around them, and next in the central part of the beam.

Figure 10 details the spatial distortions undergone by the lowest ($120 P_{cr}$, top row) and highest ($1000 P_{cr}$, bottom row) power beams, computed with the 2D reduced model. It displays evidence in both cases of the early amplification of the initial beam defects, which serve as central spots around which short-living filaments develop into an optical pillar. Note the growth of intense spikes that remain in a self-focused state over several tens of meters, while secondary peaks attain similar intensities at later distances.

D. “Moderate”-power beams in focused geometry

While the previous observations on screens provided detailed information about the beam structure at a given distance, they were, however, limited to semiquantitative observations. Fluctuations in the initial beam as well as from the atmosphere let the profile vary from shot to shot (see Fig. 6), so that successive images at different distances cannot be taken as quantitative information providing a complete propagation sequence over long distances. Moreover, the continuity and length of the individual filaments could not be assessed with accuracy.

In order to circumvent this limitation, we used a spatially extended, single shot characterization of the beam profile. The Teramobile laser was slightly focused ($f = 40$ m from a larger beam waist ($w_0 = 5$ cm) and emitted an energy of 250 mJ in 100 fs pulses (2.5 TW, 760 $P_{cr}$). It was installed outdoors on flat humid ground and shot against the wind direction into an aerosol generator producing a thin haze at a distance of 48 m from the laser exit. With a soft regular wind, this setup produced a pretty homogeneous light haze along a distance of up to 10 m towards the laser beam. The haze density was adjusted so that beam scattering was efficient enough to detect the filaments, with limited perturbation on the beam propagation itself. In those conditions, image blurring by multiple scattering was negligible [24].

The beam was imaged with a CCD camera in true colors, from a near-forward direction. More precisely, the CCD...
camera was placed over the aerosol generator, about 25 cm above the center of the laser beam, and directed to the laser output of the Teramobile system. This setup allowed us to acquire single shot (exposure time 1/8 s) pictures of a long section (up to 10 m) of the beam (Fig. 11). Triangulation, calibrated with reference points along the laser path, enabled us to retrieve the distance calibration indicated in Fig. 11. Note that the beam was imaged with a very strong parallax, since the camera was placed at only 25 cm above it. Hence the triangulation yielding the distance scale is not linear and explains the apparent short distance between the laser exit and the first marked distance (42 m).

Figure 11 exhibits a quasicontinuous three-pillar structure that emerges from \( z > 40 \) m and was reproducible from image to image. In this figure, the fluctuating intensity along the beam path is due to inhomogeneities in the haze, as was checked by visual inspection. Here, the observation of seemingly continuous structures along several meters on a single-shot image is evidence for the occurrence of optical pillars within femtosecond laser beams. In the present configuration, the beam self-organizes into three major, distinct clusters of light after passing through the focal point of the long-range converging lens.

Figure 12 shows a 3D plot issued from a direct numerical integration of Eq. (3), using the same input intensity distribution multiplied by the parabolic phase \( e^{-2ikr^2/2f} \) that accounts for the lens curvature (\( f = 40 \) m). As seen from this figure, many filaments arise as the beam approaches the focal length \( z = f = 40 \) m, where its minimum waist is attained. Remarkably, few filamentary structures emerge after this point: Only three of them propagate over \( -10 \) m, under the form of sequences of quasicontinuous channels having the same direction and capable of covering more than 2 m as a whole. We attribute the transverse deflection of the most external filaments to the natural divergence of the beam envelope after the focus. This result again confirms the validity of the 3D model, together with the concept of “optical pillars”: Long-range filaments can develop as individual entities located in the same region of the transverse plane, where a few intense cells are recurrently emitted as they propagate in a quasicontinuous way.

VI. CONCLUSION

In summary, we have investigated the multiple filamentation of infrared femtosecond pulses in air, engaging high powers in parallel and focused geometries. Although intermittency of filaments affects the pulse dynamics, turbulent cells can converge towards long-range envelopes. These maintain the propagation over long distances while keeping an intensity close to the ionization threshold.

To understand these behaviors, we elaborated on a 2D model [Eq. (3)] describing the spatial dynamics of fs pulses, even when they undergo a delayed Kerr response. First, we thoroughly discussed the major properties of this reduced model by specifying both conservative and dissipative fundamental solitonlike solutions and their mutual interaction regimes. A noticeable enhancement of the propagation range through fusion processes combined with MPA was put in evidence. Second, we tested this model over a few meters for ultrashort mm-waisted pulses. By fixing the effective pulse temporal extent \( T \) to \( 1/10 \) of the input duration in ionization regimes, results from this simplified model were observed to reasonably agree with the transverse patterns of (3D+1)-dimensional pulses. For narrow beams (\( w_0 = 1 \) mm) and weak powers (\( \leq 40P_{cr} \)), two filaments form and merge into one central lobe. For broader beams (\( w_0 = 2 \) mm) up to
90 $P_{cr}$, several filaments propagate almost independently of their neighbors. The physical length of each asymptotic filament is of the same order ($<1$ m) in both configurations. This result is important, since Eq. (3) provides an easy model to integrate, which can be useful for estimating the number and position of filamentary channels created by high-power fs pulses.

Next, we investigated experimentally the multiple filamentation of collimated beams delivered by the Teramobile laser, for powers up to 3 to 4 TW. Experimental patterns were then simulated by means of the previous 2D reduced equation, using a digitized file of the input beam fluence as an initial datum. Along distances limited to 100 m, long-range filaments were observed to be initiated by the most intense fluctuations of the input beam and those may persist over several tens of meters. From these “optical pillars,” small-scale spots arise and recur rapidly at other places in the diffraction pattern, in agreement with the scenario of “optically-turbulent light guides” proposed in Ref. [13]. The long-living primary filaments, as well as unstable randomly nucleated ones, can be described by the 2D model, which reproduces the qualitative behaviors in the filamentation patterns. Direct confrontations of terawatt ultrashort pulses and their numerical simulations revealed the existence of active optical zones keeping the beam collimated over considerable distances.

Finally, focused beams were investigated over several tens of meters along a complete propagation sequence. By optical coalescence, reduction of the beam waist in linearly focused geometry allowed us to form very long light channels over almost 10 m by gathering all filamentary components into a limited number of light strings. This string, although longer than one elementary filament and keeping the same direction, were numerically revealed to still develop from intermittent cells remaining localized in the same region of the diffraction plane. This observation thereby confirms the concept of “optical pillars” supporting the long propagation of quasicontinuous light tubes.
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**APPENDIX A: SPECTRAL PROBLEM FOR SOLITON STABILITY AGAINST NONISOTROPIC PERTURBATIONS**

We briefly sketch the spectral equations for the ground state stability versus nonisotropic perturbations with azimuthal number $m$. According to the standard procedure for linear stability analysis we introduce a small perturbation $\delta \phi$ on the soliton shape $\phi$. We plug $A=(\phi+\delta \phi)\exp(iAZ)$ into Eq. (4) and linearize it with respect to the perturbation. The resulting evolution equation for the perturbative mode $\delta \phi$ is then given by

$$\begin{align*}
\frac{\partial}{\partial Z} \delta \phi &= i\Delta \delta \phi - i\lambda \delta \phi + i2\phi^2 \delta \phi + i\phi^2 \delta \phi^* - i(K + 1)\phi^{2K} \delta \phi - iK\phi^{2K} \delta \phi^*.
\end{align*}$$

(A1)

In order to separate azimuthal eigenfunctions of the transverse Laplacian, we transform Eq. (A1) from Cartesian $(X,Y)$ to polar $(R,\Theta)$ coordinates. With the ansatz $\delta \phi(R,\Theta,Z)=\delta \phi_1(R)\exp(im\Theta+iAZ)+\delta \phi_2(R)\exp(-im\Theta-iAz'Z)$, the eigenvalue problem is then derived under the form:

$$\begin{align*}
\left(\hat{L}_{11} \hat{L}_{12} \right)
\left(\delta \phi_1 \right)
= \lambda \left(\delta \phi_1 \right),
\end{align*}$$

(A2)

where $\delta \phi_1$ and $\delta \phi_2$ are independent complex functions, $\hat{L}_{11}=-\hat{L}_{22}=\Delta - \lambda + 2\phi^2 - (K + 1)\phi^{2K}$ and $\hat{L}_{12}=-\hat{L}_{21}=\phi^2 - K\phi^{2K}$.

Figure 1(d) in Sec. III B shows the eigenvalues $\lambda$ of the discrete (localized) perturbation modes $(\delta \phi_1, \delta \phi_2)$ of Eq. (A2), numerically identified for different values of $m$. All modes have zero growth rate (Im $\lambda=0$), which implies linear stability.

**APPENDIX B: VIRIAL ARGUMENTS FOR THE FUSION OF CONSERVATIVE SOLITONS**

By repeating the analysis proposed in [11], the merging of nonlinear filaments follows from the dynamical relation governing the mean-square radius of the beam, $\langle R^2 \rangle = \int R^2 |\phi|^2 dR / P$, whenever $\nu=0$:

$$\begin{align*}
\nu d\langle R^2 \rangle / \langle R^2 \rangle &= 8 \int |\nabla |A|^2 d\tilde{R} - 4 \int |A|^4 d\tilde{R} + \frac{8K}{K + 1} \int |A|^{2(K+1)} d\tilde{R},
\end{align*}$$

(B1)

and applied to two Gaussian-like solitons with waist $W_{fil}$, power $P_{fil}$, and intensity close to saturation. After inserting the two-component trial solution

$$A_{in} = \sqrt{\frac{2P_{fil}}{\pi W_{fil}^2}} e^{-[|\tilde{R}+\Delta z|^2/2W_{fil}^2} + e^{-[|\tilde{R}-\Delta z|^2/2W_{fil}^2}],
$$

expanding Eq. (B1) enables us to predict that well-separated filaments ($\Delta > \sqrt{2}W_{fil}$) should fuse into a single lobe if the total beam radius decreases in self-compression regimes ($A^2(R^2) < 0$) where the exponentially decreasing interaction terms remain dominant. When the beamlet intensities attain their saturation level ($2P_{fil}/\pi W_{fil}^2 - 1$), Eq. (B1) reduces to the interplay between linear ($\mathcal{F}_{lin}$) and nonlinear ($\mathcal{F}_{nl}$) contributions, i.e., $P_{fil}d_{fil}^2(R^2) = (32P_{fil}/W_{fil}^2)(\mathcal{F}_{lin} - \mathcal{F}_{nl})$ with

$$\mathcal{F}_{lin} = 1 + (1 - X) e^{-X},$$

(B2)

$$\mathcal{F}_{nl} = 0.93 \left[ 1 + 3e^{-2X} + 4e^{-3X/2} - \frac{2K}{(K + 1)^2} \times [1 + 2(K + 1)e^{-(2K+1)X/(K+1)}] \right],$$

where $X = \Delta^2/2W_{fil}^2$. The requirement that interaction terms...
The filament self-guiding when we introduce distances are large compared with the dissipation ranges limit the filament self-guiding when we introduce \( \nu \neq 0 \) (see Fig. 3).

**APPENDIX C: COMPLEMENTARY NUMERICAL ASPECTS**

In this appendix we shortly discuss some specifications related to our numerical codes. A spectral split-step scheme was employed for solving Eqs. (1) and (3). Fast Fourier transformations were performed along the space-time directions \((x, y, t)\) by routines of the FFTW library, version 3. All codes were parallelized for distributed memory architecture by using the MPI (message passing interface) library. Throughout the simulation, the increment along the \( z \) axis adapted itself as a function of the wave field intensity computed from the nonlinear phase variations, i.e., \( \Delta z / 4 \lesssim a_0 / I_{\max} \) with \( a \) remaining weaker than \( 10^{-3} \). Relaxation to larger steps \( \Delta z \) was monitored by an upper limit \( \Delta z / 4 a_0 < b I_0 / I_{\max} \) with \( b \approx a / 2.5 \). Absorbing boundary conditions and a sufficiently large numerical box with characteristic lengths \( L_x \approx 6 I_{\max} \), \( L_y \approx 6 \), guaranteed an undisturbed propagation of the pulse. The number of points required for an adequate resolution currently attained 512–1024 in space and 2048 in the temporal direction for the (3D+1)-dimensional numerical runs. The code integrating the 2D reduced model was elaborated on the same architecture, with one dimension suppressed.

Simulations were realized on the massively parallel Compaq alpha-cluster (TERA) of the CEA. Up to 128 processors were employed for runs consuming several thousands of CPU hours. In spite of these substantial capacities, (3D+1)-dimensional simulations of broad (cm-waisted) pulses over several tens of meters could not be properly achieved in reasonable time. As mentioned in Sec. III A, one of the sharpest constraints met in 3D numerical computing is to solve accurately individual plasma channels, whose typical size reaches a few tens of microns only. In this regard, we find it instructive to show plots of underresolved filamentary patterns corresponding to Figs. 5(c) and 8, respectively (see Fig. 13). In this latter case, the input beam amplitude has been multiplied by a perturbed temporal Gaussian profile. Figure 13 illustrates the results of (3D+1)-dimensional simulations performed with spatial steps limited to \( \sim 100 \) \( \mu \text{m} \) along the \( x \) and \( y \) directions. Underresolution leads to an artificial increase of the number of small-scale cells, caused by the coarse plasma response that cannot hold a robust channel. Energy is dissipated outwards, which contributes to increase falsely the number of light cells. The filaments finally spread out too early, compared with the experimental data and with the results yielded by the 2D model [Eq. (3)], integrated with much higher spatial resolution.
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Abstract

The filamentation of femtosecond pulses in air is investigated experimentally and numerically for beam powers accessing several hundreds of critical powers for self-focusing. First, evolution of the filament patterns is approached by an averaged-in-time (2D+1)-dimensional model derived from the standard propagation equations for ultrashort pulses. Elementary processes such as soliton generation, dissipation by multiphoton absorption and coalescence of filamentary cells are discussed. Second, the 2D model is employed for reproducing filament patterns of femtosecond pulses delivered by a mobile TW laser source (TERAMOBILE). Beam propagation is shown to be driven by the interplay between intense, robust spikes aggregated around the defects of the beam and random nucleation of light cells.

1. Introduction

The long-range propagation of femtosecond (fs) laser pulses in air is a well-known phenomenon currently exploited in, e.g., remote sensing techniques [1–3]. Infrared pulses with about 100 fs duration indeed generate narrow filaments of light over long distances, which promote white-light emission allowing high-altitude absorption spectroscopy experiments [3]. This self-guiding originates from the early optical self-focusing caused by the Kerr response of air and leading to an increase of the light intensity. The beam collapse is then saturated by the electron plasma created by ionization of air molecules, when the pulse intensity reaches $\sim 10^{14} \text{W/cm}^2$. For moderate input powers, $P_{in}$, below a few tens of critical powers for self-focusing, $P_{cr}$, one or two filaments are created [4–7]. At much higher powers, many filaments can be produced. This process is initiated by the modulational instability, which tends to break up the beam into small-scale cells conveying each a power close to $\pi^2 P_{cr}/4$ [8,9]. Several important mechanisms have been proposed to anticipate the dynamics of filamentary cells. On the one hand, a beam can split into a couple of spots that persist over several meters before fusing into a robust central lobe [7]. On the other hand, it has been numerically predicted [10] that collapsing light cells may be nucleated at random and defocused by plasma generation over short distances ($\ll 1 \text{m}$). Recurrent sequence of collapse events then seeds a sea of spiky filaments, which support an “optically turbulent light guide” in the medium. To the best of our knowledge, a scenario unifying both these aspects is still missing. To be valid, this scenario should be confronted with direct experimental observations.

The present work outlines major features in the filamentation dynamics of fs pulses with relatively high powers ($P_{in}/P_{cr} > 100$). To address this issue, we first derive a (2D+1)-dimensional model where solitonlike states describe short-range “randomly-nucleated” filaments. We show that these structures confine themselves into a limited number of long-range coherent objects, termed as “optical pillars”. Besides transient stages where turbulent cells recur, these new structures around which filaments self-organize drive the pulse dynamics, which is confirmed by the direct solving of the (3D+1)-dimensional equations for short-pulse propagation. Next, two series of experiments involving the Teramobile facility [2,3] are performed, engaging either moderate ($P_{in} = 120 P_{cr}$) or high powers ($P_{in} = 700 P_{cr}$). We compare each filamentation figure with results yielded by the (2D+1)-dimensional model, which faithfully restores the experimental patterns.

From the numerical point of view, we consider standard propagation equations [7,10,11]:

$$\frac{\partial E}{\partial z} = \frac{i}{2\kappa_0} \nabla^2 E - \frac{1}{2} \frac{k}{\kappa} E + \frac{1}{2} \frac{k_0 n_2}{\omega^2} E^* E + \frac{1}{2} \frac{k_0 n_2}{\omega^2} \int_{-\infty}^{\infty} e^{i\omega(z-t)/\Delta v} \left| E(t') \right|^2 dt' - \frac{1}{2} \frac{\alpha}{\kappa_0} E - \frac{\beta}{\kappa_0} \left| E \right|^{2\kappa-2} E,$$

which couple an extended nonlinear Schrödinger (NLS) equation for the electric field envelope $E$, to a Drude model for the local plasma density $\rho$. These equations apply to fs pulses moving in their group-velocity frame $(t \rightarrow t-z/v_g)$, characterized by a beam waist $w_0$, half-width duration $\tau_p$. Rayleigh length $l_0 = \frac{\pi w_0^2}{\lambda_0}$, and the central wavenumber $k_0 = 2\pi/\lambda_0$. The critical power for self-focusing in air takes the value $P_{cr} = \frac{\lambda_0}{2\kappa_0} = 3.3 \text{ GW}$ at the laser wavelength $\lambda_0 = 800 \text{ nm}$. The Kerr refraction index is $n_2 = 3.2 \times 10^{-19} \text{ cm}^2/\text{W}$ and the coefficient for group-velocity dispersion (GVD) reads as $\kappa = 0.2 \text{ fs}^2/\text{cm}$. In Eq. (1), $V_2^\pm = \frac{\alpha}{U_0} \pm \frac{\sigma}{U_0}$ accounts for optical diffraction in the $(x,y)$ plane and the complete Kerr response of air is composed of an instantaneous contribution and a delayed part in ratio $1/2$, with a relaxation time $\tau_K = 70 \text{ fs}$ [7,12]. $\rho_c \approx 1.8 \times 10^{21} \text{ cm}^{-3}$ is the critical plasma density beyond which the medium becomes opaque. Power dissipation is
assured by multiphoton absorption (MPA) with coefficient $\beta(K) \simeq 4.25 \times 10^{-36} \text{cm}^{2K-3}/W^{K-1}$ [11,12]. In Eq. (2), plasma defocusing is mainly induced by ionization of oxygen molecules with a gap potential $U_i = 12.1$ eV and an initial density $\rho_{init} = 0.2 \times \rho_{atm}$, contributing to 20% of the total neutral density $\rho_{atm} = 2.7 \times 10^{19} \text{cm}^{-3}$ [12]. Plasma formation is expected to be essentially driven by multiphoton ionization (MPI) with coefficient $\sigma_K = 2.88 \times 10^{-99} \text{s}^{-1} \text{cm}^{2K}/W^K$, where the number of photons $K$ needed to extract electrons from neutral atoms is $K = 8$. Avalanche ionization involving the cross-section for inverse bremsstrahlung $\sigma = 5.44 \times 10^{-20} \text{cm}^{-2}$ and related plasma absorption, although of weaker influence for fs pulses, have been included for completeness of the model.

2. Nonlinear dynamical aspects

Before proceeding, we elaborate from Eq. (1) on a reduced model constructed by averaging the temporal dependencies of $\mathcal{E}$. Considering subpicosecond durations, avalanche ionization and plasma absorption are here ignored. We moreover omit GVD, whose coefficient $k^2 = 0.2 \text{fs}^2/\text{cm}$ makes it too weak for being a key-player over filamentation distances limited to 100 m. Under these approximations, we assume that MPI counterbalances Kerr self-focusing at a time slice $t \simeq t_c(z)$ where a dominant spike with temporal extent $T$ emerges among other time slices in the pulse temporal profile. This extent keeps the same order of magnitude along propagation, i.e., filaments arise as optical structures coupled with an ionization front that shrinks the pulse to the same mean duration. Because there exists evidence [13] that MPI shortens pulses to 1/10 of their initial length, we choose $T = t_c/10$, which was also recently justified in [14]. We thus set $\mathcal{E}(x,y,z,t) = \psi(x,y,z) \propto \chi(t, t_c(z))$, where the temporal distribution for the highest-intensity peak is modeled by the Gaussian $\chi(t, t_c(z)) = e^{-[t-t_c(z)/T]^2}$ with $T = 0.1 t_c$. Plugging this expression of $\mathcal{E}$ into Eq. (1), integrating the equation for $\rho$ and averaging Eq. (1) over the whole time domain then allows calculation of the transverse component $\psi$:

$$i \frac{\partial \psi}{\partial z} + \frac{1}{2k_0} \nabla^2 \psi + \alpha k_0 n_2 |\psi|^2 \psi - \gamma |\psi|^{2K} \psi + i v |\psi|^{2K-2} \psi = 0,$$

with $\alpha = \frac{1}{2}(\sqrt{2} + D(t_p)/\tau_K)$, $v = \beta(K)/2\sqrt{K}$ and $\gamma = k_0 \sigma_K \rho_{init} \sqrt{\pi/8 K^2 T^2} / \rho_{atm}$. Here, the function $D(t_p) \equiv \int_{-\infty}^{+\infty} e^{t^2/8 t_c^2 - u/t_c - u^2/T^2} du$, $t_c = \frac{\sqrt{2} u}{T}$, $\frac{\partial \psi}{\partial z} + \frac{1}{2k_0} \nabla^2 \psi + \alpha k_0 n_2 |\psi|^2 \psi - \gamma |\psi|^{2K} \psi + i v |\psi|^{2K-2} \psi = 0,$

follows from averaging in time the delayed Kerr contribution of Eq. (1).

Equation (3) is instructive for understanding the transverse dynamics of filamentary structures. Three key-processes must indeed be emphasized for this purpose.

(i) In the non-dissipative case ($v = 0$), Eq. (3) admits soliton solutions in the form $\psi = \phi(x, y)e^{ikz}$. Characterized by an intensity reaching the saturation threshold $I_{max} \sim (\gamma/\alpha k_0 n_2)^{1/1-K}$, these solitons satisfy the criterion for orbital stability $dP/dA > 0$ [15], where $P$ is the power $P \equiv \int |\psi|^4 dz$ computed on the function $\phi$. As detailed in [14], low-power solitons ($aP_s/aP_c < 1.5$) are close to the Townes mode of the cubic NLS equation with power $P_c \simeq 0.93 \times P_x$. High-power ones ($aP_s/aP_c > 1.5$) exhibit a shape resembling high-order super-Gaussians (SG).

(ii) When adding MPA ($v \neq 0$), the soliton power decreases continuously until reaching the effective collapse threshold $P_c/\alpha P_s$. This property is shown in Fig. 1. By modelling $\phi$ like $\phi = A, e^{-[r/w_0]^{\alpha^2}}$ in monofilamentation regime ($r_0 = r^2 + z^2$, $N \geq 1$), the power relation $dP/dz = -2v|\phi|^{2K} \psi$ can be solved perturbatively, in order to evaluate the dissipation range along which self-focusing persists with beam powers above critical. Computed in the limit $aP_s > P_c$, this range is

$$\Delta Z = K^{1/N} (\gamma/2 \alpha k_0 n_2)(1 - P_c/\alpha P_s),$$

is found to only vary with the laser wavelength, but not with the beam waist. It predicts a maximum filament length of 0.4 m per pulse with, e.g., $t_c = 85$ fs at the central wavelength $\lambda_0 = 800 \text{nm}$, which is compatible with the short “life-time” of the recurrent filaments observed in [10] along the propagation axis.

(iii) Solitons can mutually fuse. It can indeed be shown from the mean-square radius of the beam, $\langle r^2 \rangle \equiv \int |\psi|^2 dz / P$, that two Gaussian-like solitons with waist $w_{sol}$ and intensity close to saturation are able to merge, even without dissipation [9]. To show this property, the two-component trial solution $\psi_{sol} = \sqrt{2 P_{sol} / \pi w_{sol}^2} (e^{-r^2/\Delta^2 w_{sol}^2} + e^{-r^2/\Delta^2 w_{sol}^2})$ is inserted into the “virial” expression

$$\frac{k_0}{4} P d^2 \langle r^2 \rangle = \frac{1}{2k_0} \int |\psi|^4 dz - \frac{\alpha k_0 n_2}{2} \int |\psi|^2 dz$$

Expanding Eq. (6) by using $\psi_{sol}$ then enables us to predict that well-separated filaments ($\Delta > \sqrt{2 w_{sol}}$) should fuse into a single lobe, if the total beam radius decreases in self-compression regime ($d^2 \langle r^2 \rangle < 0$) with dominant, exponentially-decreasing interaction terms. When the beamlet intensities attain their saturation level ($2 P_{sol} / \pi w_{sol}^2 \rightarrow I_{max}$), this condition applies in particular to Gaussian-
shaped solitons satisfying

\[
P_{\text{fil}} \leq \frac{[1 + (1 - X)e^{-X}] / 0.93}{1 + 3e^{-2X} + 4e^{-3X/2} - \frac{2K}{(K+1)}(1 + 2(K+1)e^{-(2K+1)X/(K+1)})},
\]

(7)

where \( X = \Delta^2 / 2w_\text{fil}^2 \). Plotting Eq. (7) would show that coalescence occurs between filaments mutually separated by the distance \( \Delta \leq \Delta_{\text{lim}} = \sqrt{10}w_\text{fil} \), provided their individual powers are below a threshold evaluated nearby \( 1.35 \times P_c/\alpha \). For wide separation distances (\( \Delta \gg \Delta_{\text{lim}} \)), exponential terms in Eq. (6) vanish and the solitons should in principle cease to interact.

To illustrate this property, Figs. 2(a)–(d) show iso-intensity plots of two identical solitons with \( P_{\text{fil}} = 1.3 P_c/\alpha, w_{\text{fil}} = 0.12 \text{mm} \) (Fig. 2(a)) and \( P_{\text{fil}} = 4 P_c/\alpha, w_{\text{fil}} = 0.2 \text{mm} \) (Fig. 2(b)–(d)). The total beam waist enclosing both filaments is \( w_0 = 1 \text{mm} \) (\( z_0 \approx 4 \text{m} \)). Two separation distances are selected, namely, \( \Delta = 0.8 \text{mm} \) and \( \Delta = 0.6 \text{mm} \). For the first separation, lower-power solitons with no MPA were observed to evolve without interaction like stable, uncorrelated waveguides over at least 8 m (not shown here). In contrast, for the second distance approaching the critical value \( \Delta_{\text{lim}} \approx 0.4 \text{mm} \), the same solitons start to fuse at large distances \( z \sim z_0 \) (Fig. 2(a)). With \( \Delta = 0.6 \text{mm} \), higher-power solitons do not form a steady-state waveguide by coalescence (\( \Delta \sim \Delta_{\text{lim}} \)). Instead, they combine into a breatherlike structure having a stable internal oscillating mode (Fig. 2(b)). This mode generically takes place at high power levels and disappears to the benefit of a stationary waveguide as soon as \( P_{\text{fil}} < 2P_c/\alpha \). When \( \Delta = 0.8 \text{mm} \) exceeds \( \Delta_{\text{lim}} \approx 0.6 \text{mm} \), solitons with four critical powers propagate without correlation (Fig. 2(c)). In the presence of MPA (Fig. 2(d)), however, the power in each of those solitons rapidly decreases below \( 2P_c/\alpha \), which finally promotes their mutual coalescence. These behaviors are in reasonably-good agreement with the previous theoretical expectations. Nonetheless, discrepancies arose, which are linked to the modeling of soliton shapes by Gaussian functions with saturated intensities. More precisely, the self-compression requirement \( d^2_z(r^2) < 0 \), computed with real soliton profiles instead of Gaussians, was found to hold over a large interval of powers, even for separation distances satisfying the criterion \( \Delta \leq \Delta_{\text{lim}} \). The upper bound of power for coalescence suggested by Eq. (7) could not be verified numerically and direct simulations showed that solitons with powers clearly above \( 1.35 P_c/\alpha \) were indeed able to merge when \( v = 0 \).

The last configuration shown in Fig. 2(d) deserves a special comment: As can be seen from this figure, the propagation length of the solitons before their merging

---

Fig. 2. Interaction of two solitons for different powers and separation distances. (a) Fusion of conservative solitons with individual power \( P_{\text{fil}} = 1.3 P_c/\alpha \) (\( w_{\text{fil}} = 0.12 \text{mm} \)) and \( \Delta = 0.6 \text{mm} \). Filaments were observed to propagate without fusing for \( \Delta = 0.8 \text{mm} \). (b) Oscillations of merging solitons when their power is increased to \( 4 P_c/\alpha \) for the small separation \( \Delta = 0.6 \text{mm} \) and no MPA. (c) Uncorrelated propagation of two conservative solitons with \( 4 P_c/\alpha \) when their separation distance is increased to \( \Delta = 0.8 \text{mm} \). (d) Fusion of solitons subject to MPA with \( P_{\text{fil}} = 4 P_c/\alpha \) and \( \Delta = 0.8 \text{mm} \).
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widely exceeds (by almost one decade) the damping length \( \Delta \) computed for one isolated waveguide (Fig. 1). Visual inspection of the soliton shapes allows us to justify this surprising behavior. As power goes down to critical through MPA dissipation, the solitons glide down along the curve \( (P_s, A) \) by modifying their spatial shape, whose tail becomes more and more extended in space. They can thereby overlap and produce a third lobe at center, which will raise all the farther along \( z \) as the initial separation \( A \) is large. This particular dynamics can help groups of neighboring filaments to survive over several meters in filamentation patterns.

The above properties dictate the filament dynamics. As an example, Fig. 3 illustrates filamentation patterns in the 2D approximation, for which the input beam shape undergoes random, isotropic perturbations. By comparison with antecedent experimental data [7,16], we opted for an input anisotropic 10% random noise in amplitude, multiplied by a 10% noisy Gaussian temporal profile with \( t_p = 85 \) fs. The fluence distribution \( F = \int_0^{\infty} |E(t)|^2 \, dt \) of the resulting beam is then employed as the input datum for Eq. (3).

Figure 3(a) shows the iso-intensity plots for a perturbed beam with waist \( w_0 = 2 \) mm, \( N = 2 \) and \( P_{in} = 95 P_c \). The beam first gives rise to several short-scale collapsing filaments. Intermittency in filament nucleation occurs in the early propagation stage over short ranges \( \leq 0.5 \) m, which can be compared with the scenario of optical turbulence proposed in [10]. Nevertheless, at larger distances, the filaments gather into a limited number of channels. The output filaments reach the maximum intensity \( I_{max} \) over distances \( \sim \Delta z \), but they asymptotically remain captured in longer soliton envelopes that form “optical pillars” in the medium. By “optical pillars”, we mean discrete light spots capable of amalgamating solitonlike cells that self-attract around specific points in the diffraction plane. The resulting structure then sustains a long-range propagation, while it can still continue to excite short-living cells in its neighborhood. In the present configuration, the filamentary structures organize the entire beam into three major long-range pillars composed of solitonlike filaments.

By comparison, Eqs. (1) and (2) are now resolved in \( (3D+1) \)-dimensional geometry by means of a spectral code using fast Fourier transforms in the \( (x, y, t) \) variables. Integration along the longitudinal axis \( z \) is performed with an adaptive step tuned on the intensity growth. 2048 points in the time direction and 1024 points along both transverse axes were required for a numerical box with length of \( 8w_0 \). Figure 3(b) represents the plasma strings produced by the previous beam. The temporal pulse profile, even subject to strong distortions, does not prevent the transverse dynamics of the pulse from developing as in Fig. 3(a), up to second-order discrepancies in the focus point linked to the choice of \( T \). Although different temporal slices come into play, all of them support the propagation of cells first nucleated at different locations, then remaining localized around the same place in the \( (x, y) \) plane. Three distinct channels clearly emerge: They do not interact significantly but remain almost robust at their transverse position.

In view of the above results, the multiple filamentation of fs pulses can be sketched as follows: (i) Beam modulations give rise to short-range filaments that grow in intensity until reaching the ionization threshold \( I_{max} \). In this limit, near-soliton filaments, searching for an equilibrium position, recur in an optically-turbulent regime during the early stage of propagation [10]. (ii) As they attain a quasi-stable configuration with respect to their neighbors, short-range filaments either fuse or self-attract without merging, depending on their inner power and mutual separation distance, in order to form a limited number of clusters named “optical pillars”. These propagate over longer distances. It is important to note that the present scenario applies to input beams where an isotropic random noise first creates short-scale cells, which afterwards relax to quasi-coherent structures. For experimental beams exhibiting salient defects at \( z = 0 \), the location of optical pillars in the transverse plane may be preconditioned by the most intense defects, which can further excite turbulent cells in their vicinity, as seen below.

### 3. Numerical simulations versus experiments

From the experimental point of view, we investigate evolution stages in the filamentation pattern produced by the TERAMOBILE laser [2]. This system delivers at the 10 Hz rate pulses with energy up to 0.5 J, transverse diameter equal to 5 cm \( (w_0 \sim 2.5 \) cm), and FWHM durations \( = \sqrt{2} \ln 2 t_p \) tunable from 100 fs to 600 fs by
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**Fig. 3.** (a) Iso-intensity patterns of filamentary structures created from an SG beam governed by the 2D reduced model with \( N = 2 \), \( P_{in} = 95 P_c \) and \( w_0 = 2 \) mm. (b) Plasma strings produced by the same beam integrated from the \( (3D+1) \)-dimensional Eqs. (1) and (2).
detuning the compressor with a chirp opposite to air dispersion. Experiments show photos taken in open air from a white screen positioned in the plane orthogonal to the beam path. A filter with narrow bandwidth around the fundamental wavelength $\lambda_0 = 800\,\text{nm}$ was put in front of the camera. Two photos with exposure time of 1/8th second were taken in sequence at each longitudinal distance, so that two pulses could alter the pattern in some pictures. No qualitative change, however, was observed, up to slightly more visible filaments at certain distances.

Figure 4(a) details the growth of light filaments over 55 m with 230 mJ energy and pulse duration of 600 fs ($P_{\text{in}} \approx 120\,P_{\text{cr}}$). At the edge of the beam where fluctuations are the most intense, filaments emerge from local defects and several cells occur along a flattened ring inside the focal spot ($z = 40\,\text{m}$). More filaments are then generated around this ring: They aggregate around the spots created at $z = 40\,\text{m}$ and finally evolve into a three-pronged fork shape at $z = 55\,\text{m}$.

Figure 4(b) illustrates numerical simulations obtained by solving the $(2D+1)$-dimensional Eq. (3) from a data file of the experimental input beam. With a pulse duration of 600 fs ($\tau_p \approx 510\,\text{fs}$), the coefficient $\alpha$ in Eq. (3), computed from Eq. (4), takes the value $\alpha = 0.51$. The beam begins to form local clots from the highest intensity regions in a fashion similar to Fig. 4(a). The final pattern, involving several small-scale spots, results in a trident-shaped figure, restoring thereby the experimental observation. The discrepancy existing between the experimental distances and their numerical counterparts is attributed to our former choice $T = 0.1\,\tau_p$. This choice suits the experimental development of filaments in ionization regime, but cannot restore the early self-focusing distances of beams with moderate powers, requiring rather $T = \tau_p$. For such beams engaging 120 critical powers only, Eq. (3) describes the filamentation of an unordered optical distribution with an effective ratio of input power over critical of about $\alpha P_{\text{in}}/P_{\text{cr}} \approx 60$. This limits to about 24 the number of guenuine filaments reaching the ionization threshold. From the numerical as well as experimental images, we can observe that the most intense filamentary channels, forming “optical pillars” in the medium, persist over several tens of meters, whereas secondary light cells are randomly nucleated over shorter longitudinal scales.

Reducing the pulse duration to 100 fs ($\tau_p = 85\,\text{fs}$) makes it possible to investigate filamentary patterns promoted by fs beams with powers as high as 700 $P_{\text{cr}}$. In this case displayed in Fig. 5(a), the beam breaks up into more cells than in the previous lower-power case. Following the estimate recalled in the introduction, up to $\alpha P_{\text{in}}/P_{\text{cr}} \approx 110$ light cells may form in principle with $P_{\text{cr}} \approx \pi^2 P_{\text{cr}}/4$. Figure 5(b) reproduces these experimental patterns from a numerical integration of Eq. (3) performed with the parameter $\alpha = 0.39$ fixed by $\tau_p = 85\,\text{fs}$. The agreement between the experimental and numerical results is quite satisfactory. These patterns reveal that, although some filaments are able to survive over several meters at the most powerful regions of the pulse ($z = 30\,\text{m}$ and $35\,\text{m}$), random nucleation of filaments in the entire focal spot seems more privileged, compared with the break-up of the former 120 $P_{\text{cr}}$ beam. We explain this property by the partial inhibition of the fusion mechanism between filamentary cells (see Section 2), which convey each a higher power and experience more substantial power transfers through the overall surface of the beam. Finally, we can remark that robust filaments surviving over longitudinal distances $\geq 5\,\text{m}$ evolve in correlation with close, but spatially-separable
neighbors, from which they can develop a long-range propagation dynamics resembling that displayed by Fig. 2(d).

4. Conclusion

In summary, we have investigated the multiple filamentation of high-power beams, both theoretically and numerically. In the experiments, pulses were delivered by the TERAMOBILE laser able to access TW powers. Recent experiments on the beam break-up were already performed by means of the same facility for pulse powers as high as $1000 \, P_{cr}$ and compared with numerical simulations [14]. In the present scope, we analyzed intermediate power levels limited to $700 \, P_{cr}$ and concentrated more thoroughly on the various interaction regimes that filaments may undergo. Generic features are refound throughout both these works. Long-range filaments are initiated either asymptotically after an early stage of random nucleation for isotropically-perturbed beams or by the most intense defects of experimental beams. The resulting channels, termed as “optical pillars”, can persist over several tens of meters. Around these channels, small-scale spots arise and recur rapidly at other places in the diffraction plane, in agreement with the scenario of “optically-turbulent light guides” proposed in [10]. Long-living filaments, as well as unstable randomly-nucleated ones, can be described by the reduced 2D model [Eq. (3)], which reproduces the experimental patterns. To conclude, let us emphasize that, throughout this investigation, the beams were emitted in parallel geometry. It is thus not excluded that a reduction of the beam waist through an appropriate convergent lens may allow to generate longer light channels, by gathering all filamentary components into a single central spot. This point, requiring a parametric study depending on the beam aperture, will be addressed in a forthcoming work.
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Fig. 5. Filamentation patterns (a) produced experimentally for the 700 $P_{cr}$ beam at $z = 30, 35$ and 50 m. (b) Numerical computations of the same beam from Eq. (3).
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Abstract We report long-range self-channeling in air of multiwatt femtosecond laser pulses with large negative initial chirps. The peak intensity in the light channels is at least one order of magnitude lower than required for multiphoton ionization of air molecules. A detailed comparison is made between experiments and realistic 3 + 1-dimensional numerical simulations. It reveals that the mechanism limiting the growth of intensity by filamentation is connected with broken revolution symmetry in the transverse diffraction plane.

PACS 42.65.Sf; 42.25.Bs; 42.65.Jx; 52.38.Hb

Understanding the nonlinear propagation of powerful ultrashort laser pulses in the atmosphere has become important in view of several applications. For instance, remote multicomponent pollutant detection [1–3], lightning protection [4, 5], long-range propagation of light bullets [6] and production of secondary sources rely on femtosecond filamentation [7–13]. This term refers to the self-channeling of femtosecond laser pulses in the form of stable high-intensity light filaments. This phenomenon was discovered in the late 1990s with lasers emitting at infrared (IR) wavelengths [7, 14]. Filaments with diameters around 100 μm and peak intensities below 1014 W/cm² were observed, sufficient to leave in their wake plasma strings with a density around 1016 cm⁻³.

For many applications, a control of femtosecond filamentation over long distances is crucial. A considerable literature has been devoted to the properties of single light filaments with energies in the range 1–10 mJ. They are typically obtained when subpicosecond pulses at near-IR wavelength, with a peak power slightly above a minimum value $P_{cr} \sim 5$ GW, are launched in air. Femtosecond filamentation in such a case relies on a competition between well-identified nonlinear effects. The whole beam first undergoes self-focusing until the intensity reaches a sufficiently high value to trigger ionization. Plasma defocusing then stops the collapse that would have occurred in the absence of any saturating mechanism. A plasma string is formed at the beginning of the filamentation process, followed further down by occasional ionization spikes that prevent beam collapse, resulting in a self-guided light pulse over several tens of meters. Characteristics of filaments such as the beam diameter, the self-guided pulse intensity, the time profile or the plasma string density are well reproduced by numerical simulations [8, 15].

The propagation of ultra-short pulses with a higher laser power $P \gg P_{cr}$ is less understood. It has been reported by several groups that the inhomogeneous input beam typically breaks up into several spots during the self-focusing stage. Each filament carries about the same energy as in the case of a single filament. A model has been developed to explain this behavior, although no detailed comparison between numerical and experimental results is yet available. In the model, short-scale multifilamentation occurs, due to unavoidable beam irregularities, giving rise to $N$ filaments, with $N \sim P/P_{cr}$. Collapse of each filament is limited by ionization. Each filament eventually gives back most of its energy through diffraction to a common laser-energy pool [16]. Successive multifilamentary patterns with decreasing numbers of filaments are formed, until the reservoir energy is exhausted. The typical distance over which ionizing filaments subsist is of the order of a hundred meters [17, 18].

This letter reports experimental results concerning the propagation of intense short laser pulses along a horizontal path ranging over long distances $d > 500$ m. We observe stable millimeter-size light channels extending over a range of several km [20]. However, in contrast to the usual filaments obtained with small chirp, we find no evidence of ionization in the channels, showing that another mechanism is limiting their peak intensity. In order to obtain insight into this regularizing mechanism, we have compared the experimental results with realistic numerical results, using a nonlinear propagation code which describes successfully the regime $P \gtrsim P_{cr}$. We find that it is not necessary to add any new saturation mechanism to reproduce the experimental results, provided the full three-dimensional aspect of the beam-intensity profile is correctly taken into account. Numerical simulations performed in an ideal case with the addition of small perturbations reveal a crucial feature for regularizing the light channeling over long distances. Each light channel breaks up and nucleates subchannels which compete for the available laser energy. In the absence of an initial intensity perturbation breaking the axial symmetry, the usual ionization-limited filamentation is recovered.

✉ Fax: +33-1/69333008, E-mail: couairon@cpht.polytechnique.fr
Experiments were performed with a CPA (chirped pulse amplification) multiterawatt laser system, called “teramobile” [21]. It consists of a Ti:S oscillator followed by several stage amplifiers, delivering pulses of 200-mJ energy and a minimum duration of about 100 fs at a repetition rate of 10 Hz. The pulse is stretched in time before amplification to avoid damage in the amplifiers and then is recompressed at the output by a compressor stage consisting of a pair of gratings. This scheme allows us to easily adjust the initial pulse duration before launching the laser pulse in the atmosphere, by imparting a residual linear frequency chirp (either positive or negative) to the emitted pulse. The beam diameter at the output of the compressor is 3.4 cm, with a marked top-hat intensity profile. The laser path propagated 3 m above the ground, during a period of the night when air turbulence was minimal.

Measurements of the beam energy and beam-intensity profile were performed at various locations along the propagation path, up to a distance of 2300 m, for various initial chirps. The beam energy was detected with a calorimeter, over a surface of 15-cm diameter. The intensity distribution in the beam was recorded either by direct single-shot exposure of calibrated photographic plates, or by forming the image of a white diffuser put in the path of the beam. In addition, detection of air ionization was performed using different techniques developed for single filaments: direct electrical conductivity [22, 23], detection of low-frequency radiation from the plasma column [24] or detection of the luminescence from ionized nitrogen molecules [25]. Most experiments were performed with a collimated beam with a 3.4-cm-diameter size. Some experiments were also performed using an expanding telescope and a focusing beam geometry, without significant improvements on the peak intensity at long distances (> 500 m). Collimated beam experiments are discussed here.

Highest laser intensities at long distances were found only when the redder spectral components of the pulse were initially retarded from the bluer components (large negative chirp). For a 200-mJ pulse with a chirp set at or close to its minimum, strong ionization of air was observed over a distance of up to 100 m, starting after a few meters of propagation in air. The beam emerging from the ionization region had a large fraction of its energy converted into a white continuum extending from the ultraviolet to the infrared. The beam also had a significant divergence of the order of 1 mrad, such that the beam intensity rapidly decreased at long distances $d > 500$ m. On the other hand, a strong negatively chirped pulse prevented early filamentation, yet could deliver high intensity at long distances, because of pulse compression due to the group-velocity dispersion of air [1, 26]. The polarization of the laser beam was measured step by step along the propagation axis and remained linear.

Figure 1a and b show single-shot exposures on calibrated photographic plates recorded at 630 and 1010 m. The initial pulse duration was 9.5 ps with negative chirp. The millimeter-size high-intensity spots were rather reproducible from shot-to-shot except for small fluctuations in the transverse position, presumably due to air turbulence, and tended to align along the periphery of a circle approximately equal to that of the initial beam dimension, as can be seen from the image of successive laser shots recorded at 830 m (Fig. 1c–f). Similar results were obtained with pulse durations ranging between 3 and 10 ps, up to our longest path of 2350 m. More than 80% of the initial pulse energy was still present at a distance of 1 km. Inspection of photographs taken with a smaller contrast showed that most of the laser energy is distributed unevenly between the light channels, with connecting paths between them. We scanned step by step the propagation distances from 0 to 2350 m by our three methods to measure air ionization. Except for a few sporadic events, we were unable to detect ionization signals for large negative chirps (input durations (FWHM) $\tau_p \geq 6$ ps). By decreasing the input duration, ionization could be detected occasionally at some specific propagation distances in the range of large chirps ($1.2$ ps $\leq \tau_p < 6$ ps). For smaller negative chirps, more intense ionization signals could readily be observed over distances up to 100 m, which corresponds to the classical filamentation regime [7]. From a comparison of the darkening of the photographic plates with that obtained with well-characterized laboratory filaments, we estimated that the peak intensity in the millimeter-size light channels observed up to 2 km is at most $10^{11}$ W/cm², insufficient to induce multiphoton ionization of air molecules.

We have calculated the long-range beam propagation in air using our code, which was modified to properly take into account the realistic beam profile. To our knowledge, genuine three-dimensional simulations of multifilamentation have been performed only twice [16, 19]. Our newly developed $3 + 1$-dimensional numerical code relies on an extended paraxial model which describes the propagation along the $z$ axis of the slowly varying envelope $E(x, y, z, t)$ of the linearly polarized laser pulse, according to the nonlinear envelope equation [15, 27, 28]. The equation accounts for the following effects. (i) Diffraction. (ii) Group-velocity dispersion and higher-order dispersive terms (exactly computed in Fourier space by means of a Sellmeier dispersion relation for the linear index). (iii) The optical Kerr effect with an instantaneous (electronic) and a delayed component due to stimulated molecular Raman scattering. (iv) Plasma absorption and defocusing. (v) Energy absorption due to photo-ionization. (vi) Deviations from the slowly varying envelope approximation due to space–time focusing and self-steepening of the pulse. Since the measured polarization of the beam remains linear,
the effect of cross-phase modulation is not taken into account, in contrast to [28]. At the same time, the generation of the plasma by an optical field and avalanche ionization is described by the evolution equation for the electron density. The photo-ionization rate is computed from the full Keldysh formulation [29] with a recently determined pre-exponential factor [30].

The measured input-beam profile in the form of a data table was adopted as an initial condition. Negative chirps corresponding to an input duration from its minimum \( \tau_p = 120 \) fs (without chirp) up to 3 ps were considered, which covers both the small and large negative chirp regimes. We present generic results in the range of negative chirps with 0.5 ps \( \leq \tau_p \leq 3 \) ps. The beam energy was 150 mJ. The results for the fluence distribution \( F(x, y, z) \equiv \int_{-\infty}^{+\infty} |E(x, y, z, t)|^2 dt \), after a propagation distance of 50 m, are compared in Fig. 2 to the measurements. Figure 2 shows several hot spots resulting from the amplification of the inhomogeneities in the input beam. During the self-focusing, the flat-top beam produces rings still visible in the figure. The hot spots develop on these rings that store the main part of the beam energy. In agreement with the experimental results, a significant part of the energy is found unevenly distributed between the light channels. The overall beam-intensity distribution as well as the hot-spot positions and sizes are rather well reproduced. Slight discrepancies between experiments and simulations appear in the azimuthal symmetry. Shot-to-shot fluctuations produce slightly different input beams that generate similar but not rigorously identical patterns after propagating over 50 m. The effect of air turbulence might also induce these differences without destroying the global organization of the light channels. Beyond 60 m, the intensity in the spots falls below \( 10^{12} \) W/cm². No ionization is detectable after 100 m. These numerical results show that the nonlinear envelope equation satisfactorily describes the experiments even for \( P \gg P_{\text{cr}} \).

In order to obtain a better insight into the mechanism preventing long-range beam collapse, we have performed simulations assuming a super-Gaussian beam profile that mimics our diaphragmed beam \( E(x, y, z = 0, t) \propto \exp[-(x^2 + y^2)^{3/\nu_0^2}] \), with a transverse waist \( w_0 = 17 \) mm, upon which irregularities in the form of different orders of perturbation are added.

First, radially symmetric, super-Gaussian unperturbed input beams remain symmetric during the propagation. As in 2 + 1-dimensional simulations, spatial rings are formed that fuse into one central filament but the rings do not break up into smaller spots. Peak intensities are sufficient to ionize air and the classical filamentation model is recovered, including saturation of self-focusing by a plasma density with peaks around \( 10^{16} \) cm⁻³. Then, we have studied numerically the multifilamentation process occurring from perturbed input beams. Azimuthal perturbations in the form of a mode with a specific order were added to symmetric super-Gaussian input beams. Gaussian input pulses with decreasing negative chirps (pulse durations from 120 fs to 3 ps) were used. The perturbation contains 1% of the energy of the input pulses. The perturbations are amplified preferentially on the ring that develops in the self-focusing stage, leading to its break up into several spots.

Generic results are shown in Fig. 3 for \( \tau_p = 1.5 \) ps (Fig. 3a and b) and 0.5 ps (Fig. 3c and d) and perturbations in the form of an azimuthal mode of orders nine (Fig. 3a) and ten (Fig. 3c and d). Figure 3a shows isosurfaces of the fluence distribution over a distance of 300 m. A very regular multifilamentation pattern with well-organized light channels is obtained on the ring formed in the first stage. Nine light channels propagate over several tens of meters. The diameters are nearly constant in the millimeter range. The channels are located on

![Figure 2](image1.png)  
**FIGURE 2** a Measured beam profile and b computed distribution of the fluence at 50 m for \( \tau_p = 1.5 \) ps

![Figure 3](image2.png)  
**FIGURE 3** a Isosurface of the fluence distribution for 0.03 J/cm². b Maximum intensity (continuous curve, left-hand axis) and electron density (dashed curve, right-hand axis) as a function of the propagation distance for \( \tau_p = 1.5 \) ps with negative chirp. c and d Fluence distributions computed with \( \tau_p = 0.5 \) ps at c \( z = 60 \) m and d \( z = 90 \) m
a ring slightly smaller than the input-beam radius and regularly spaced like the maximum intensities in the input beam. The pulse duration in the light channels is found to be about 100 fs before a splitting into several subpulses occurs. The same phenomenon is recovered over larger distances from simulations with larger negative chirps.

It is also a generic result that the number of light channels initially follows the order of azimuthal perturbations. When higher-order azimuthal modes are excited, a pattern with a larger number of spots is eventually obtained. Each light channel is well separated and seems to evolve independently from its neighbors. This reflects a competition between the light channels for the surrounding energy. In this respect, the model of the energy reservoir proposed by Mlejnek et al. [16] fully applies except that, in our case, multiphoton ionization does not play a dominant role. Figure 3b shows that the maximum intensity (solid curve, left-hand axis) in the light channels does not exceed a few $10^{12} \text{ W/cm}^2$. The first stage up to 150 m corresponds to the formation of the light channels under the modulational instability due to the Kerr self-focusing [31]. In the most intense part of the light channels around 210 m, tenuous localized plasma channels of density around a few $10^{12} \text{ cm}^{-3}$ are triggered (dashed curve, right-hand axis). When the duration of the input pulse is increased, the maximum electron density keeps the same level over a few meters but these localized plasmas are located at increasing distances on the propagation axis. Ionization therefore does not saturate self-focusing as in classical femtosecond filamentation. Yet, it acts locally as a necessary regularizing process during the propagation of the light channels. Simulations performed by unplugging ionization indeed show that the maximum intensity follows the solid curve in Fig. 3b except for slightly higher peaks in the region of the plasma and an eventual catastrophic collapse before $z = 210$ m. Figure 3c and d show the evolution of the fluence distribution from 60 to 90 m for $\tau_p = 0.5 \text{ ps}$. A break up of each filament into two smaller light channels occurs around 60 m. Beyond 90 m, each pair of these co-propagating channels merge (pattern similar to Fig. 3c). This shows nicely how daughter channels are formed along light tracks due to interference in the coherent beam. In this sense, both interference and the nonlinear Kerr effect act to redirect the energy from parent to daughter light channels.

In conclusion, long-range-propagation studies of intense laser pulses in the atmosphere reveal the existence of stable non-ionizing channels extending over km distance. For the first time, their spatial and temporal dynamics is compared to genuine 3+1-dimensional numerical simulations. Well-ordered filamentation patterns exhibit a beautiful organization of the spots on concentric rings, which reproduce the patterns obtained in the experiments. Such results are described by using the same nonlinear propagation equation that describes the filamentation at low input power, without the necessity to add a new physical mechanism to limit the growth of laser intensity. Model simulations uncover the complexity of the nonlinear system, where initial conditions play a crucial role for the later evolution of the system.
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Long-distance remote laser-induced breakdown spectroscopy using filamentation in air
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We demonstrate remote elemental analysis at distances up to 90 m, using a laser-induced breakdown spectroscopy scheme based on filamentation induced by the nonlinear propagation of unfocused ultrashort laser pulses. A detailed signal analysis suggests that this technique, remote filament-induced breakdown spectroscopy, can be extended up to the kilometer range. © 2004 American Institute of Physics. [DOI: 10.1063/1.1812843]

Laser-induced breakdown spectroscopy (LIBS) provides a versatile analytical tool for real-time surface analysis of metals, plastics, minerals, aerosols, biological tissues or liquids. LIBS relies on local plasma generation using a strongly focused laser beam, generally a Q-switched Nd:yttrium–aluminum–garnet laser. The emission spectrum of the plasma is used for fast and quantitative elemental analysis, with typical detection limits in the range of several to several hundreds of ppm for most elements. To improve the ablation rates in LIBS measurements, subpicosecond laser pulses have been recently used, with a strong improvement of the measurement reproducibility. The use of a broadband detection system makes the technique versatile, since there is no need for a priori knowledge of the species to be detected. The versatility and ease of use of LIBS led to practical applications such as the control of industrial processes, environmental monitoring, waste management, medical diagnostics, or space research.

Moreover, supported by the development of compact and reliable spectrometers as well as diode-pumped solid-state lasers, portable LIBS systems emerged for in situ field applications such as the analysis of old painting for archaeology or food analysis. However, applications in hostile environments, for example, the identification of highly radioactive nuclear waste or the monitoring of molten alloys, require remote analysis. LIBS is particularly suitable for such purposes, since the samples need no preparation and must only be directly visible from the operation site. A remote-sensing LIBS technique, based on long-range focusing and remote light collection, has recently been demonstrated to reach distances up to 80 m. But diffraction limits the delivery of high laser intensity (at least $10^{12}$ W/cm$^2$ in the femtosecond regime) at further distances using linear optics, which would require even longer focal lengths and prohibitively large optics. Moreover, atmospheric turbulence may reduce the intensity at the focus.

In this letter, we show that the self-guided filaments generated by high-power, ultrashort laser pulses can overcome the diffraction limit and deliver high laser intensities at remote locations without focusing, allowing a remote filament-induced breakdown spectroscopy (R-FIBS) scheme. Filaments arise in nonlinear propagation of ultrashort laser pulses, due to the balance between Kerr self-focusing and defocusing caused by the tiny plasma generated in the air. They carry intensities in the range of $10^{13}$ W/cm$^2$ (Ref. 19) over several kilometers. Such intensity is above the threshold for laser ablation on metal samples using femtosecond pulses. We demonstrate R-FIBS measurements at distances up to 90 m, limited in our experiment by the available free space in front of the laser. Our data suggest, however, that R-FIBS can be successfully applied up to the kilometer range.

The experimental setup is depicted in Fig. 1. The Teramobile laser source provided 250 mJ pulses centered at 800 nm, at the repetition rate of 10 Hz. The beam was

![FIG. 1. Experimental setup. Right: beam profile near to the sample showing multifilamentation with typically 30 filaments across the beam.](image-url)
emitted collimated, with a diameter of 3 cm. It hit the sample after propagating 20–90 m. The minimum pulse duration at the exit of the compressor was 80 fs. However, to set the position of the filament onset several meters (typically 7–8 m) before the sample, the pulses were shaped with a tunable negative chirp, corresponding to pulse durations up to 800 fs. A typical multiple-filamentation pattern, exhibiting around 30 filaments across the beam profile, was observed on the sample (see Fig. 1). The optimal chirp also corresponded to the most intense acoustic shockwave, i.e., to the most intense ablation on the material. The shot to shot excursion of the filament across the large beam cross section spread the damage region on the material over a surface of several cm². Therefore, the ablated depth was negligible, even after as many as several 10⁵ shots. This allows for noninvasive analysis. Two samples were investigated: raw, industrial-grade copper and steel plates without any surface preparation.

The backward-emitted signal was collected with a 20 cm telescope and analyzed with a time-gated optical multichannel analyzer (Chromex IS-SM 500 imaging spectrometer and Princeton PI Max 1024 HQ ICCD camera), located near the laser. An adequate time gating of the detector eliminated the white-light continuum generated in the filaments by self-phase modulation in air, and reflected elastically on the sample. Contrary to the results of Angel et al. with a focused femtosecond beam, we observed no broadband blackbody emission on the 100 ns time scale, showing that the filament-excited plasma is cold, providing a better contrast than in classical LIBS. The FIBS emission was found to be anisotropic with respect to the tilt angle of the sample. However, in order to demonstrate the capability of the R-FIBS also under adverse conditions, we used tilt angles away from the maximum for our measurements.

Figure 2 presents the emission spectra obtained from copper and steel samples located 90 m away from the laser and detection systems. The typical lines of Cu I and Fe I in the 520 nm region are clearly visible, showing that R-FIBS can perform remote elemental analysis at a distance of 90 m. Although these spectra have been integrated over 10 000 shots, unambiguous spectra could be obtained with only 1000 shots, i.e., less than 2 min at 10 Hz, allowing almost real-time monitoring. Under the same conditions, uncompressed (200 ps) and unseeded (typically 5 ns) laser pulses yield neither ablation nor LIBS signal. Moreover, signal with the femtosecond beam was only observed when the chirp was adjusted so that filaments actually hit the sample. This proves that the observed signal has been generated by the filaments, defining a LIBS scheme for remote analysis.

The measured R-FIBS signal did not depend on the sample distance \( R \), besides the \( 1/R^2 \) geometrical term due to the solid angle collected by the telescope (Fig. 3). However, due to the \( 1/R^2 \) term, the signal-to-noise ratio decreases with the detection distance, and its extrapolated value drops to 1 around 150 m (see dash-dotted line in Fig. 3). This distance must be seen as a lower limit, since the poor coupling into our detection system could be improved, with an expected signal enhancement by a factor of 100, hence allowing R-FIBS measurements at distances up to the kilometer range, comparable with the filament propagation distance. This range opens the way for applications in hostile environments.

We further checked that no intrinsic signal loss occurs, by performing a local measurement, hence without the geometrical term. In that purpose, we kept a fixed, short distance (7 m) between the detection system and the sample, and we moved the laser away. As expected, the measured signal did not depend significantly on the propagation distance of the laser pulses before the filaments hit the sample, at least up to 90 m of propagation. Such behavior is in strong contrast with remote-LIBS excited by a focused beam. Here, the incident fluence on the sample decreases with focusing distance since diffraction leads to a beam waist proportional to the measurement distance. Hence, the ionization efficiency falls down when the distance is increased. Since the plasma generation is a multiphoton process, this decrease is not fully balanced by the increase in the illuminated surface on the sample. The simulation of such distance dependence, in the case of the three-photon ionization of Cu at 800 nm, is displayed for comparison in Fig. 3 (solid curve).

As a conclusion, we have demonstrated a noninvasive, remote optical analysis technique, R-FIBS, up to 90 m, with possible extension up to the kilometer range. This technique is based on filamentation induced by the nonlinear propagation of ultrashort laser pulses. The filaments are able to overcome linear focusing limits of longer pulses, and deliver extremely high laser intensities \((10^{13} \text{ W/cm}^2)\) at remote distances. This technique, which only requires reasonable laser energies, can be practical for versatile remote analysis on hazardous or unreachable spots, such as polluted sites, nuclear plants or chemical leakages.
521.8 nm line of copper.

FIG. 3. Distance dependence of the range-corrected R-FIBS signal from the 521.8 nm line of copper.
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30Since this letter was accepted, we have detected the 395 plasma line from an aluminium sample located 180 m away from the laser source. This demonstrates further the capability of R-FIBS to perform experiments at long distances.
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We demonstrate laser control of high-voltage discharges over a gap of 1.2 m filled with a dense water cloud. Self-guided filaments generated by ultrashort laser pulses are transmitted through the cloud and ionize a continuous plasma channel. The cloud typically reduces the discharge probability in given experimental conditions by 30%, but has almost no influence on the threshold required to trigger single discharge events, both in electrical field and laser energy. This result is favorable for real-scale lightning control applications. © 2004 American Institute of Physics.

The possibility of triggering and guiding lightning by means of pulsed laser beams has been debated for more than 30 years. The main motivation is to protect sensitive sites, like electrical installations or airports, from direct strikes and electromagnetic perturbations. Studies using nanosecond lasers exhibited severe limitations due to the lack of connected plasma channels. However, high-power femtosecond lasers, which produce ionized plasma channels, have opened new opportunities in this domain. Two approaches have been investigated. In the first approach, strongly focused ultrashort laser pulses produce strongly ionized plasma channels near to the focus.

In the second approach, long self-guided filaments generated by a slightly focused or parallel laser beam are used to ohmically bridge (i.e., to short-circuit) the electrodes and trigger and guide the high-voltage pulses. Filaments arise from a nonlinear propagation of ultraintense laser pulses, when Kerr-lens focusing dynamically balances defocusing by the ionized plasma produced within the filaments. Filaments can propagate over several hundreds of meters, up to the kilometer range. Moreover, the filaments survive the interaction with aerosol particles, even of large diameter. This makes them suitable candidates for real-scale atmospheric applications such as lightning control, where conducting over long distances in raining conditions is necessary.

Such outdoor experiments require knowledge about the influence of rain over laser triggering of high-voltage discharges. On one hand, even though self-guided filaments can survive the interaction with droplets, the aerosol induces losses in the photon bath and perturbs the laser propagation. On the other hand, a water aerosol is generally considered to reduce the breakdown voltage due to a lower ionization potential. Water or ice particles are also necessary not only to generate the charge within the cumulo-nimbus cloud when they collide, but also to initiate natural lightning discharges. However, due to the technical difficulty of both high-voltage and laser operation in humid conditions, the effect of rain and clouds on laser-triggered discharges has only been investigated with CO2 lasers, and is mostly focused on fog rather than rain. In this letter, we investigate the effect of rain on discharge guiding by ultrashort self-guided filaments.

The main parts of the experimental setup have been described in detail elsewhere. Briefly, the Teramobile laser system provided 170 fs pulses of 230 mJ centered at 800 nm, fired typically 5 µs after the peak voltage of a Marx shock generator (1.2 µs voltage rise time). We used a tip-plane electrode configuration with a gap of 1.2 m.

On demand, we sprayed water droplets before and in the gap between the electrodes, at a flow corresponding to a heavy rain (1.4 mm/min). The cloud extinction coefficient...
was 0.14 m\(^{-1}\) over 3 m, corresponding to 0.3 droplets/cm\(^3\), with a mean diameter of 0.5 mm. The beam profile on the ground electrode confirmed that filaments survive the interaction with water droplets, as previously demonstrated on a shorter scale.\(^{15,16}\) The relative humidity (RH) within the aerosol cloud was 48% at a temperature of 19 °C (1% volume mixing ratio, VMR). Reference measurements have been conducted in dry air (34 % RH at 22 °C, corresponding to 0.9% VMR).

Since the occurrence of discharges in given conditions is stochastic, the estimation of the confidence interval is crucial to assess for significant effects when comparing different experimental conditions. Each data point is assigned a confidence interval at \(\alpha = 10\%\), which was calculated using a binomial probability law, based on the assumption that successive shots are independent from each other.

We first characterized the effect of the cloud on free discharges: the cloud reduces the 50% flashover voltage, i.e., the voltage yielding 50% probability of free discharges \((U_{50})\) by 3% (Fig. 1). This statistically significant positive contribution of water aerosol may be qualitatively understood as the effect of the lower ionization potential of water, compared to oxygen and nitrogen. The low RH in the cloud excludes effects of the water vapor itself.

While a cloud slightly reduces the free breakdown voltage, it does not prevent the filaments from triggering high-voltage discharges (Fig. 2). Triggered discharges have been observed down to 910 kV in cloudy conditions, compared to 850 kV in dry air and 1260 kV without laser. Conversely, the triggered discharge probability decreases by typically 30% in the cloud. However, once triggered, the discharges are guided almost as efficiently as in dry air. Figure 3 displays statistics about the guided length for voltages below 1260 kV, where only triggered discharges can occur. While a dense cloud slightly decreases the number of fully guided discharges and allows guiding over less than 70% of the gap, 90% of the triggered discharges are guided over at least 50% of their length, and 60% of them over more than 90% of their length.

The maintained triggering and guiding effect can be understood by the fact that a cloud with the same transmission (65%) as that of our experiment is known to transmit self-guided filaments.\(^ {15}\) Moreover, considering the droplet size and density, only half of the filaments hit a droplet. They are then replenished by the photon bath acting as an energy reservoir around them. Therefore, the linear extinction of the photon bath within the cloud plays an important role, especially over the long distances required for real-scale lightning control applications.

To quantify the effect of this extinction, we varied the laser pulse energy, at a fixed voltage (1050 kV) well below \(U_{50}\) for natural discharges. Reducing the laser energy decreases the triggering efficiency in both dry air and in a cloud, but the decrease is faster in the cloud (Fig. 4). However, even in the cloud, pulse energies as low as 60 mJ are sufficient to trigger discharges, although with a low probability. But in the context of real-scale lightning control, such low probability for single shots is balanced by the 10 Hz repetition rate of the laser (or by the kilohertz repetition rates of lasers which can be expected in the future). Hence, reasonable event occurrences can be expected for applications such as studies of lightning strikes as long as the energy threshold is not strongly affected by the cloud.
As a conclusion, we have demonstrated that self-guided filaments generated by ultrashort laser pulses can trigger and guide high-voltage discharges over a 1.2 m gap even in a dense cloud. The cloud reduces the discharge probability for given electrical field and laser energy conditions, and slightly favors free discharges. However, the presence of a cloud increases neither the electrical field nor the laser energy thresholds allowing single triggering and guiding events. Since real-scale applications can be performed with typical repetition rates of 10 Hz, or even in the kilohertz range in the near future, the reduced event probability near to the threshold should not be critical in applications.

This work has been performed within the Teramobile project, funded jointly by the CNRS, DFG, and French and German ministries of Research and of Foreign affairs. The Teramobile web site is www.teramobile.org. K.S. acknowledges support from Humboldt Foundation. We acknowledge the help of L. Gras (Ineris, Verneuil en Halatte, France) in measuring the droplet size distribution.

We present a lidar technique using femtosecond-terawatt laser pulses to perform a multiparameter analysis of cloud microphysics. Particle size and density within the cloud are deduced from the multispectral multiple scattering pattern of an ultrashort laser pulse. Furthermore, the spectral analysis of the atmospheric transmission of the white-light continuum from the same laser source yields temperature and relative humidity.
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We present a lidar technique using femtosecond-terawatt laser pulses to perform a multiparameter analysis of cloud microphysics. Particle size and density within the cloud are deduced from the multispectral multiple scattering pattern of an ultrashort laser pulse. Furthermore, the spectral analysis of the atmospheric transmission of the white-light continuum from the same laser source yields temperature and relative humidity.
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1. **INTRODUCTION**

Cloud nucleation and maturation processes play a key role in atmospheric modeling, both in the meteorological and climatological time and space scales. In particular, both the droplet growth within the cloud and their number density have a strong influence on the Earth albedo and precipitation forecast. Their characterization requires continuous measurements of the droplet size distribution within the cloud, with a time resolution on the order of several tens of minutes, compatible with the growth and evaporation rates. Besides delicate airborne or balloon-borne *in situ* sampling, the most promising techniques are multispectral or multiple-field-of-view
MultiFOV lidars.\textsuperscript{2} These techniques rely on the critical dependence of the Mie scattering efficiency (backscattering and extinction cross sections of the particles) and angular pattern, respectively, with the wavelength and the particle size. Most suited for optically thin clouds where multiple scattering is negligible, multispectral lidars\textsuperscript{3,4} use several wavelengths, typically the harmonics of Nd:YAG lasers. Comparing the corresponding lidar returns, one can fit parameters such as the width and the mean size of a predefined size distribution. Hence, this technique requires \textit{a priori} knowledge about the shape of the size distribution as well as the type of the particles themselves. Adding a depolarization channel moreover allows one to distinguish between spherical and nonspherical particles.

Optically thick (i.e., dense) clouds, as relevant for precipitation studies, can be better characterized by MultiFOVs\textsuperscript{5–8} techniques. Here, the multiple-scattering pattern is recorded for several FOV values by masking parts of the detector to select specific ranges of detection angle. The FOV dependence of the signal can be used to gain information about the size distribution. However, the limited number of FOV values as well as the use of one single wavelength can yield only unambiguous particle sizes if the fitting interval is restricted by use of \textit{a priori} knowledge of the cloud of interest. For the improvement of the sensitivity and reliability of the measurements, new remote particle-sizing techniques are required.

The ultimate goal for a full characterization of the cloud microphysics and micrometeorology, e.g. droplet growth, includes knowledge of the thermodynamic parameters of the atmosphere, and especially the relative humidity and temperature, with a reasonable vertical resolution. Balloon-borne radiosondes have limited horizontal and time-resolution coverage, because of the limited amount of balloons that can be launched, and the lack of control over their trajectory. Differential absorption lidars have long been developed that provide good quality data, even in airborne\textsuperscript{9–12} or spaceborne\textsuperscript{13–15} conditions. They can measure both water vapor mixing ratio and the temperature profile from the Rayleigh profile across an adiabatic atmospheric model.\textsuperscript{16} Alternative to these very-narrow linewidth (0.01 Å) developments, some groups tried to circumvent the vertical gradients in the Doppler shift and the broadening of the measured line\textsuperscript{17} by using broadband (several nanometers) laser sources.\textsuperscript{18,19} The emitted spectrum in these experiments is limited, however, intrinsically by the laser process to some tens of nanometers. Efforts to accurately measure water vapor in the atmosphere have also been directed towards Raman lidar.\textsuperscript{20,21}

Ultrashort lasers could contribute to a better characterization of the cloud microphysics. In the nonlinear propagation of terawatt-femtosecond laser pulses, filamentation\textsuperscript{22–25} generates a white-light continuum extending from the ultraviolet\textsuperscript{25} to the infrared.\textsuperscript{26} This directional, broadband emission provides a basis for white-light lidar, i.e. multispectral lidar measurements with high spectral resolutions over a bandwidth of several hundreds of nanometers. White-light lidar was recently demonstrated to allow the simultaneous range-resolved detection of several atmospheric species,\textsuperscript{28–33} including the atmospheric water vapor volume mixing ratio (VMR).\textsuperscript{30} However, simultaneous temperature measurement could not be achieved together with the water VMR to allow the determination of the relative humidity.

In this paper, we show that the multiple-scattering pattern around the white-light beam impact on the bottom of the cloud can yield a measurement of its droplet size distribution and density. Moreover, high-resolution broadband spectra obtained in the white-light lidar returns by use of the same laser source provide the water vapor VMR and temperature of the atmosphere below the cloud layer, which in turn yield the relative humidity of the atmosphere. Although this demonstration was performed in two successive experiments, these experiments both use the same laser source and could be driven simultaneously, opening the potential for a multiparameter remote characterization of cloud microphysics.

2. EXPERIMENTAL SETUP

The experiments reported in this paper were performed with the mobile femtosecond terawatt laser Teramobile.\textsuperscript{34} This chirped-pulse amplification Ti:sapphire-based laser chain delivered 300-mJ pulses centered at 795 nm at a repetition rate of 10 Hz. The minimum pulse duration (Fourier limited) was 70 fs. However, for the measurements presented here, the pulses were slightly negatively chirped in the compressor, i.e. the shorter wavelength (blue) component of the laser pulse, which intrinsically has a 15-nm broad spectrum, was emitted ahead of the redder one, to compensate for the atmospheric group velocity dispersion. Adjustment of the chirp permits us to control the range and the onset position of filamentation.\textsuperscript{34} The corresponding initial pulse duration was 150 fs for multiple-scattering measurements and 300 fs for spectral measurements. The terawatt output beam was sent collimated with a diameter of 3 cm.

Contrary to early white-light lidar experiments using flashlamps, or more recent demonstrations where a femtosecond continuum was generated in a nonlinear medium at ground level,\textsuperscript{35} our experiment was based on white light generated \textit{in situ} by filaments in the atmosphere. Therefore the light source can be characterized only indirectly by observations from the ground. Four key parameters are the white-light spectrum, its angular distribution (wavelength-dependent divergence), the altitude of the source (filament height), and the backscatter function, including the backward-enhanced white-light emission.\textsuperscript{36}

The spectrum can be inferred from ground measurements,\textsuperscript{27,28} although it has been recently suggested that at least the conversion efficiency into the white-light continuum may be affected by the generation over long distances in the atmosphere.\textsuperscript{32} Moreover, we have measured that the white-light divergence in the same experimental conditions is slightly below 1 mrad,\textsuperscript{37} much wider than the 1.2-arcsec FOV of the telescope used in the spectral measurements. Therefore the wavelength dependence of the divergence and the backscatter function distort the observed spectrum, preventing us from considering the spectrum of our white-source to be pre-

ciscely known. Nevertheless, it is well known that the continuum spectrum is smooth, whereas we measure narrow absorption lines. This permits us to deconvolve the partly unknown spectrum of the light source, as detailed in Section 4. Also, the filament height can be controlled and adjusted up to several kilometers through adjustment of the initial chirp of the laser. However, we cross checked the filament altitude by fitting the oxygen absorption spectrum during some measurements.

The receiving system consisted of the 2-m primary mirror telescope of the Thuringer Landessternwarte observatory (341-m altitude), located 30 m away from the laser. For this demonstration experiment, where no range resolution was sought, the telescope was aimed at the impact of the laser beam on the bottom of the cloud layer, which was imaged on a time-integrating CCD camera (SITe, 16 bit dynamic range, time integrated) with 0.006-mrad resolution in the Schmidt configuration (optical aperture of 1.34 m, FOV 0.6° full angle, 30 times the laser beam diameter).

Spectral measurements of the backscattered light have been performed with the same telescope in a Coude configuration with 1.2-arcsec full aperture and an apparent aperture number of f/46. The signal was analyzed with an Echelle spectrograph with a dispersion of 0.042–0.073 Å per 15 µm CCD pixel (EEV limited, 16-bit dynamic range, time integrated) in the spectral range of interest (538–927 nm). The instrument-broadening function has been measured to be Gaussian, with a typical resolution of 0.1 Å (0.1 cm⁻¹). The signal was averaged over several minutes (3000 to 12,000 laser shots at 10 Hz). All measurements were correlated with the results of an auxiliary, classical lidar detection providing real-time measurement of the height and thickness of the clouds.

3. PARTICLE SIZE DISTRIBUTION FROM MULTIPLE-SCATTERING PATTERN

Cloud characterization requires the measurement of the droplet size distribution and number density. Recent experiments have shown that clouds or aerosol layers located at an altitude of several kilometers yield valuable signals when backscattered photons are imaged (Fig. 1). Such images bear two types of information. On the one hand, differentiating the beam diameter as a function of altitude below the cloud (see arrow in Fig. 1) yields the beam divergence, which amounts to 0.16 mrad in the fundamental wavelength. On the other hand, the wide-scattering halo on the cloud is a clear signature for strong multiple scattering within it. Once corrected with the parallax induced by the experimental configuration, a cut across this halo provides us with the angular pattern of the multiple scattering, bearing information about the cloud itself. Since the ionization of self-guided filaments generated by high-intensity femtosecond lasers have been shown to trigger condensation in supersaturated atmospheres, we ascertainment that no filamentation occurred at the cloud altitude, in order to avoid affecting the droplet formation.

High-resolution images of the pattern around 800 nm provide for the first time a multi-FOV lidar at this an-
The particle size distribution was modeled by a genetic algorithm. The genetic algorithm used to determine the size distribution works as follows. A set of 100 “individuals,” i.e., tentative solutions (size distribution and laser divergence) was randomly generated, and the corresponding theoretical multiple-scattering patterns were computed, as detailed below. Then the 30 best solutions, i.e., those who fit the experimental pattern better, were selected and combined to form 100 new (“children”) tentative solutions, and the algorithm was iterated until convergence was achieved after 580 iterations.

To compute the theoretical multiple-scattering pattern corresponding to a given size distribution, we first averaged the calculated Mie scattering angular pattern over each size class. The use of Mie scattering is supported by the high-resolution multi-FOV data available from the auxiliary lidar signal can be received through the in the auxiliary lidar detection system and the fact that are qualitatively compatible with both the intense signal and 700 m and extinction coefficient 5. Moreover, we also recorded similar multi-FOV data in the 400–500 spectral region of the white-light continuum. The computing time and allowing iterative fitting of the experimental pattern. As shown in Figs. 2 and 3, the simulated radial multiple-scattering profile of individual size classes critically depends on the particle size and density within the cloud, allowing to determine the average particle size within the cloud.

Figure 4 shows the obtained fitted size distribution. Its maximum is peaked around 5 µm, in line with median values reported in the literature for continental stratus clouds. The corresponding mean free math L_{mfp} = 700 m and extinction coefficient α = 1.4 × 10^{-3} m^{-1} are qualitatively compatible with both the intense signal in the auxiliary lidar detection system and the fact that the auxiliary lidar signal can be received through the 1-km-thick cloud layer.

The droplet size distribution and the cloud density retrieval over more than 15 size classes were made possible by the high-resolution multi-FOV data available from the images of the laser beam on the bottom of the clouds. Moreover, we also recorded similar multi-FOV data in the 400–500 spectral region of the white-light continuum.
terns in two or several spectral regions, with different penetration depths, may provide an opportunity for one to circumvent the intrinsic depth integration of each of our monochromatic data, yielding layered size-distribution data. Independent fits at several wavelengths could also help validate the technique by providing data about the same size distribution.

4. RELATIVE HUMIDITY RETRIEVAL

Besides the droplet size distribution, characterization of the cloud microphysics requires knowledge of the thermodynamical parameters of the atmosphere around it, including relative humidity and temperature. We achieved this measurement with the same laser source as the multiple-scattering study for droplet sizing described in Section 3, thus proving the potential for a simultaneous measurement.

More precisely, we analyzed the range-integrated spectrum of the white-light continuum backscattered from clouds located 4.5 km above the ground level, as measured by the auxiliary lidar. The cloud is treated as a hard target, neglecting the penetration depth of less than 100 m $\ll$ 4.5 km measured by the auxiliary lidar. The spectrum of the backscattered white light was recorded between 680 and 920 nm, thus encompassing in the same measurement the rotational-vibrational band of H$_2$O centered at 820 nm, as well as the O$_2$ A band around 762 nm.

Since the available spectral range covers lines of different intensities, the bands used in the fit have been chosen to optimize the signal while avoiding saturation, in relation to the actual concentration of the species to be measured. Two fitting procedures, both benefitting from the wide available spectral interval, have been applied independently to two spectra acquired under different laser parameters, to crosscheck the results. The fits are based on HITRAN 2000 high-resolution database. The instrumental resolution is ten times broader than that required for differential absorption lidar measurements of pressure or temperature profiles by use of water vapor lines or the O$_2$ A band. However, since the fit is performed over a broad spectral range, we were able to convolve each synthetic spectrum with the known instrumental-broadening function in the fitting procedure. The accuracy of this technique was also checked numerically over simulated spectra. The broad spectral range, together with the narrowness of the absorption lines that we considered, permitted us to circumvent the poor characterization of the white-light continuum source and of the backscatter spectral efficiency on the cloud. Since these functions are known to be smooth, we fitted them as a smooth baseline on the recorded spectrum, as is common e.g., in astronomy. Then this baseline is used to normalize the absorption spectrum over the entire spectral range.

The first procedure was applied to a spectrum acquired at 22:00 UT. The temperature was retrieved from the O$_2$ A band spectrum and subsequently used to fit the water vapor VMR of the atmosphere from water absorption band of the same spectrum. More precisely, the stable meteorological conditions allowed us to consider a stan-
dard vertical pressure profile and a typical temperature
decrease by 6.5 K/km (treated with a vertical resolution of
100 m), and the known VMR of oxygen in the atmosphere
(20.9%) was considered. The fitting parameters were the
ground temperature \((T_g)\) and the emission altitude of the
white light \((z_{WL})\). The filament length is neglected, since
we have found that it is much shorter than the absorption
length under our experimental conditions.\(^{37}\) Fits in the
761–764 nm and the 766–769 nm ranges both yield
\(T_g = 287 \pm 1\) K and \(z_{WL} = 550 \pm 100\) m. Note that the
 filament length obtained for a medium group velocity
dispersion precompensation (300 fs initial pulse duration)
is in line with data obtained independently with a geo-
metrical method.\(^{37}\) The ground temperature is slightly
higher than measured at ground level during the experi-
ment (282 K). However, the nearest radiosonde tempera-
ture profile available (23:00 UT, Meiningen, at 100-km
distance, Fig. 5) shows that this discrepancy is due to a
sharp temperature gradient near to the ground, below the
white-light emission altitude. Therefore the retrieved
 temperature is reasonable.

This profile and white-light emission altitude were
used as references to determine the relative humidity,
which was supposed to be constant over the considered al-
titude range. More precisely, the above-determined tem-
perature and pressure profiles were used to get the rela-
tive humidity values from the corresponding water vapor
VMR, with the same 100-m resolution. The fit was per-
formed in the water vapor 4\(\nu\)-overtone band in both the
813–816 nm and the 825–829 nm regions (Fig. 6). This
fit yields a relative humidity of \((49 \pm 3)\)%, in good agree-
ment with the vertical average of the radiosonde data
(Fig. 7). Hence, white-light lidar data have, for the first
time, allowed multicomponent measurements yielding
both temperature profile and relative humidity data,
which are key parameters in the understanding of the
physics of cloud formation and precipitation.

This result was cross checked by a second independent
fitting procedure in which both the mean temperature
and the water mixing ratio (VMR) of the atmosphere were
obtained simultaneously from the same fit of the experi-
mental spectrum over the 815–840 nm spectral region.
(4ν-overtone band). Here, the filaments are considered to span over a short altitude range near the laser output. Hence, the absorption length of the white light is fixed to 9 km. The fit yields a vertically averaged humidity and temperature of $0.38 \pm 0.01\%$ and $279.2 \pm 0.4$ K, respectively. The resulting relative humidity at ground level is therefore estimated to be $42 \pm 3\%$, comparable with the result of the first fit.

Spectral measurements thus simultaneously yielded the temperature and the relative humidity of the air mass under the clouds, within an error compatible with the requirements of meteorological or climatological modeling purposes. Two variants have been demonstrated in which multiple parameters are retrieved either from distinct spectral regions or from one single, broad wavelength interval. Since the presented results are range-integrated measurements, the analysis required assumptions about the vertical profile of both water vapor and temperature in the atmosphere. Although these assumptions are validated by radiosonde data in the case of our experiments, in principle deviations from the standard models used will cause errors in the data analysis. However, this range integration and the use of a cloud as a target are not intrinsic to the white-light lidar technique, since the CCD detectors can be time gated. Although Rayleigh backscattering in free atmosphere is 100 to 1000 times less efficient than Mie backscattering from a typical cloud, a better fitting of the telescope field of view with the laser divergence, i.e., 1 mrad instead of 6 μrad, would improve the signal by a factor of $3 \times 10^4$. Hence, the signal would still be ten times more intense, allowing us to reduce the integration time by a factor of 10. Then differentiating the backscattered white light with respect to altitude would yield altitude-resolved relative humidity profiles, therefore allowing for humidity mapping across the atmosphere.

5. CONCLUSION

In conclusion, we have shown that a lidar technique using the supercontinuum generated by the filamentation of femtosecond pulses during their vertical propagation in the atmosphere can be used to analyze both the clouds (droplet size distribution and number density) and the thermodynamical properties of the atmosphere in their vicinity, such as the temperature and relative humidity. Since both of these measurements use the same laser source equipped with suitable diagnostics for imaging and spectral analysis, they are suitable for a simultaneous operation. Although preliminary, they open the way to a multiparameter analysis of the cloud microphysics by combined white-light differential absorption and multi-FOV lidar. Routinely obtaining such data about the cloud microphysics would be of high relevance for atmospheric modeling, especially considering the two-dimensional and three-dimensional mapping capability of lidar.

However, the present experiment does not fully use the potential of the described technique. The use of several wavelengths in multi-FOV aerosol analysis would yield more-precise size distributions of the aerosols in the clouds and may even allow us to determine layered size-distribution data. Also, range-resolved spectral measurements using time-gated multichannel detectors would yield relative humidity profiles and release the need for assumptions about the atmospheric temperature and water VMR profiles in the data analysis. Moreover, the practical use of the technique described in this paper, e.g., for routine measurements, requires eye safety, which drastically limits the laser power at 800 nm. However, the white-light lidar measurements are performed at a wavelength that is independent of the laser source. Therefore the currently developing high-power, ultrashort lasers in both the UV and in the telecom window raise the hope of application of the white-light lidar techniques to laser sources in wavelength bands where eye safety can be achieved at much higher powers, compatible with that required for nonlinear effects.
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The long-range propagation of two-colored femtosecond filaments produced by an infrared (IR) ultrashort pulse exciting third harmonics (TH) in the atmosphere is investigated, both theoretically and experimentally. First, it is shown that the coupling between the pump and TH components is responsible for a wide spectral broadening, extending from ultraviolet (UV) wavelengths (220 nm) to the mid-IR (4.5 μm). Supercontinuum generation takes place continuously as the laser beam propagates, while TH emission occurs with a conversion efficiency as high as 0.5%. Second, the TH pulse is proven to stabilize the IR filament like a saturable quintic nonlinearity through four-wave mixing and cross-phase modulation. Third, the filamentation is accompanied by a conical emission of the beam, which becomes enlarged at UV wavelengths. These properties are revealed by numerical simulations and direct experimental observations performed from the Teramobile laser facility.
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I. INTRODUCTION

Femtosecond laser pulses are well known to propagate over several Rayleigh lengths as robust filamentary channels in the atmosphere [1–3]. The basic principle of this self-guiding relies on a delicate balance between the nonlinear Kerr response of air, which focuses the beam and produces optical intensities as high as 10^14 W/cm^2, and the defocusing action of ionization of air molecules, which arrests the beam collapse and excites a tenuous plasma with electron densities limited to 10^{16}–10^{17} cm^{-3}. Apart from this principle, additional mechanisms, such as higher-order terms in the nonlinear index of refraction, have been proposed as stabilizers for femtosecond filaments, not only in the atmosphere [4,5], but also in various transparent media [6]. Plasma defocusing creates ring structures in the pulse spatial profile and damps the latest time slices in the temporal profiles. Because of this complexity, several scenarios have been elaborated to explain the nature of the filamentation process, such as the self-channeling model [1,2,7], the moving focus picture [8], and the spatial replenishment [9]. Recently [10], it was proposed that the complex dynamics of filamentation could mainly be inferred from the latter scenario, the former ones clearing up intermediate stages in the filament formation according to the input beam power.

This filament process has been put in evidence both for near IR [1–3] and UV wavelengths [11–13]. In the IR domain (800 nm), femtosecond pulses were shown to undergo a strong spectral broadening caused by the following: In the early propagation, the pulse is subject to self-phase modulation (SPM) in regimes for which Kerr compression (self-focusing) dominates, starting with beam powers (PM) well above the critical power for self-focusing (Pcr). SPM symmetrically increases the pulse spectrum to some extent, until plasma generation comes into play. Self-induced ionization then depletes the back of the pulse and keeps untouche leading edge, which creates a redshift in the pulse spectrum [14,15]. This redshift has also been observed in dielectrics such as fused silica or sapphire samples [16,17]. It was explained by the same cause, namely, the occurrence of a steep leading edge in the pulse temporal profile (see, e.g., Agrawal [18]). According to the number of critical powers in the initial beam, femtosecond pulses can undergo distinct sequences of focusing/defocusing events, triggered by the re-focusing time slices (back or front) raising in the pulse. Such sequences favor multipleaked temporal profiles which participate in enlarging more and more the spectra. In addition to these distortions, there exists a significant broadening of the angular spectrum dictated by the spatial variations of the pulse phase. These variations are responsible for conical emission (CE) [2,19] through which the beam diverges as a concentric rainbow with colors ranging from red to green.

These two effects, i.e., spectral broadening and CE, constitute the key tools currently used for atmospheric remote sensing by ultrashort laser pulses [20–26]. Temporal variations in the pulse profile indeed induce a very broad spectral continuum, spanning from the UV (350 nm) to the mid-IR (∼4.5 μm) [20], so that the broadened laser beam is often termed as “white-light laser” [21,22]. Long-distance non-linear propagation of terawatt (TW) laser pulses was found to significantly enhance such a supercontinuum generation. Filamentation could be observed up to 2 km altitudes via a detailed analysis of the conical emission. Compared with laboratory experiments limited to meter scales, the spectrum intensity was found to be enhanced up to two orders of magnitude in the IR domain [26]. This enabled the improvement of Lidar (light detection and ranging) performances through
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white-light emission, as many important pollutants cover large absorption bands [27].

So far, investigations on the self-channeling of femtosecond pulses have mostly concerned the central component of infrared beams (800 nm). Only recently [29,30] has the question of the coupling between this IR component and self-induced third-harmonic generation (THG) been raised. While THG is nowadays a well-known mechanism [18,31], less attention has been paid to its implications in the propagation of ultrashort laser pulses in the atmosphere. Among the references available in the literature, we can mention the works [32–35], where there has been considerable interest in high harmonic generation using intense femtosecond laser pulses focused into gases. In [32], a conversion efficiency as high as 0.1% was reported for THG in air. Higher conversion efficiency, up to 0.2%, was measured in [29,30] and the coupling of TH with the pump IR beam was shown to produce a “two-colored” femtosecond filament.

The former pioneering references, however, were limited to propagation distances never exceeding a few tens of cm and using tightly focused beams. It is thus worthwhile studying THG in the framework of long-distance propagation, involving the development of femtosecond filaments over several meters and beyond. In this respect, several points deserve to be addressed, such as determining the spectral broadening promoted by THG, understanding the influence of the third harmonics onto the self-channeling characteristics, and the incidence of THG on the conical emission.

In the present work, we numerically and experimentally investigate third-harmonic generation in air and its incidence on the filamentation of femtosecond pulses over several meters. We report a new phenomenon: The supercontinuum generation at UV-visible wavelengths produced by infrared ultrashort laser pulses in air. Implications of this UV continuum emission are very important for white-light Lidar experiments [27], as numerous atmospheric pollutants (NOx, SO2, O3, benzene, toluene, xylene, PAHs, formaldehyde, Hg, etc.) have strong specific UV absorption bands. Aerosol fluorescence is also excited in this region (e.g., for bioaerosol detection using amino acids as tracers [28]).

The paper is organized as follows. The model equations are first derived (Sec. II). Emphasis is then given on the superbroadband continuum in the UV-visible domain of wavelengths admitting a cutoff as low as 230 nm and an IR tail as far as 4.5 μm. By means of numerical simulations, long-distance propagation is shown to lead to a smooth continuous UV-IR broadening. This phenomenon is explained in terms of SPM of the pump wave being amplified by the TH pulse, which is locked at the constant π phase shift with the fundamental (Sec. III). Effects of THG on conical emission are also discussed (Sec. IV). Both this spectacular broadening and conical emission are experimentally reported from direct measurements and analysis of the white-light laser formed by cm-waisted pulses delivered by the Teramobile system [23] (Sec. V). An important consequence of THG is moreover the stabilization of the two-colored femtosecond filament, whose length is shown to be increased by almost one meter (Sec. VI). Long-distance propagation allows the beam to preserve part of its energy by converting the pump wave into TH with an efficiency as high as 0.5%. With a large wave-vector mismatch (−5 cm−1), harmonic generation acts on the pump field as a quintic saturation nonlinearity. Implications of these new results on the current modeling of fs pulses in air are finally discussed (Sec. VII).

II. MODEL EQUATIONS FOR ATMOSPHERIC THG BY FEMTOSECOND IR PULSES

The derivation of equations describing third-harmonic generation (THG) from an infrared pump follows the classical steps when deducing nonlinear Schrödinger (NLS) wave equations for different optical components [18]. With the ansatz

$$E \rightarrow E_{\omega} e^{i(k\omega z-\omega t)} + E_{3\omega} e^{i(k3\omega z-3\omega t)}$$

(1)

for the complex field, we get two equations for the slowly varying envelopes $E_{\omega}$ and $E_{3\omega}$. These equations are coupled via cross-phase modulation (XPM) and four-wave mixing (FWM) due to the cubic nonlinearity. Further on, we substitute $E_{3\omega} \rightarrow E_{\omega} e^{i2k\Delta z}$, taking into account the linear wave-vector mismatch parameter $\Delta k = 3k(\omega) - k(3\omega)$. After transforming to a reference frame moving with the group-velocity $v_g(\omega)$ of the pump wave, our propagation equations for THG in air read

$$\left(\frac{i\partial_z + \frac{1}{2k_0} \nabla^2_z - \frac{k''_0}{2} \partial_t^2}{2} + \frac{1}{6k_0} \nabla^2_z - \frac{k''_0}{2} \partial_t^2} \right) E_{\omega} + k_0 n_2 [R(t)E_{\omega}^2 + 2|E_{3\omega}|^2 E_{\omega}]
+ E_{\omega}^2 E_{3\omega} - \left[\frac{k_0}{2} \partial_t - i \frac{\sigma_\omega}{2} \rho - i \beta_{3\omega}^{(K)} |E_{\omega}|^2 |E_{3\omega}|^2\right] E_{3\omega} = 0,$$

(2)

$$\left(\frac{i\partial_z + i\Delta v^{-1} \partial_t + \frac{1}{6k_0} \nabla^2_z - \frac{k''_0}{2} \partial_t^2 - i\Delta k}{6} \right) E_{3\omega}
+ 3k_0 n_{3\omega}^0 |E_{3\omega}|^2 E_{3\omega} + 2n_2 |E_{\omega}|^2 E_{3\omega} + n_2 E_{\omega}^3 / 3
- \left[\frac{k_0}{6} \partial_t - i \frac{\sigma_{3\omega}}{2} \rho - i \beta_{3\omega}^{(K)} |E_{3\omega}|^2 |E_{\omega}|^2\right] E_{3\omega} = 0,$$

(3)

$$R(t) = \frac{1}{2} |E_{\omega}|^2 + \frac{1}{2} \int_{-\infty}^{t} e^{-(t-t')/\tau_K} |E_{\omega}(t')|^2 dt'.$$

(4)

The physical parameters are defined by $k_0 = 2\pi/\lambda_0 = \omega_\omega$, $\Delta k = -5$ cm−1, while $k''_0 = 0.2$ fs−2/cm and $k''_0 = 1$ fs−2/cm are the coefficients for normal group-velocity dispersion (GVD). $\Delta v = [v_g(3\omega)^{-1} - v_g(\omega)^{-1}] = 0.44$ cm/fs is the group-velocity mismatch responsible for temporal walk-off. The terms induced by the coupling between the two components involve self- and cross-phase modulations together with the FWM, allowing energy transfer between fundamental and TH fields. Here, $n_2 = 4 \times 10^{-19}$ cm2/W denotes the nonlinear Kerr index for the IR component, while $n_{3\omega}^0 = 8 \times 10^{-19}$ cm2/W is that experienced by TH. The IR Kerr response of air, defined by Eq. (4), is composed of an instantaneous contribution and a delayed part with a relaxation...
time \( \tau_E = 70 \) fs \([12,14,36]\). The free electron density \( \rho \) increases in time as

\[
\frac{\partial \rho}{\partial t} = \sum_{j=m,3\omega} (\rho_{\omega} - \rho)\sigma [E_j]\mathcal{E}_j^2 + (\sigma f U_j)\rho',
\]

where the index \( j \) refers to \( \omega \) and \( 3\omega \) components, respectively. In Eq. (5), \( K_0 \) and \( \sigma [K] \) denote the number of photons for IR (800 nm, \( K_0 = 8 \)) and UV wavelengths (266 nm, \( K_{3\omega} = 3 \)), and their respective multiphoton ionization (MPI) rates \( \sigma [\omega] = 2.88 \times 10^{-9} \text{ s}^{-1} \text{ cm}^6/\text{W}^8 \), \( \sigma [3\omega] = 1.91 \times 10^{-28} \text{ s}^{-1} \text{ cm}^6/\text{W}^1 \) \([13]\). Plasma response has been completed by inclusion of avalanche ionization with the inverse bremsstrahlung cross sections \( \sigma_{\omega} = 5.44 \times 10^{-20} \text{ cm}^2 \) and \( \sigma_{3\omega} = 6.044 \times 10^{-21} \text{ cm}^2 \). Only oxygen ionization with gap potential \( U_j = 12.1 \text{ eV} \) is considered for a neutral medium with density \( n = 3 \times 10^{-21} \text{ cm}^{-3} \). Only oxygen ionization with gap potential \( U_j = 12.1 \text{ eV} \) is considered for a neutral medium with density \( n = 3 \times 10^{-21} \text{ cm}^{-3} \). Plasma critical density defined at 800 nm. Because avalanche ionization is weak for pulse duration \(< 1 \) ps, MPI is the principal actor in generating an electron plasma. Multiphoton absorption (MPA) intervenes through the coefficients \( \beta [K] \) \( = h \omega [K] \rho_{\omega} \sigma [K] \), yielding \( \rho_{\omega} = 3.1 \times 10^{-9} \text{ cm}^{12}/\text{W}^7 \) and \( \rho_{3\omega} = 2.31 \times 10^{-27} \text{ cm}^2/\text{W}^2 \).

This system of equations resembles that proposed by Aközbeck \textit{et al}. in \cite{29}, apart from the following points: First, plasma generation by avalanche and related absorption have been included. Second, in the equation for the IR pump, the Raman-delayed Kerr response \([14,36]\) has been taken into account. We assumed a zero delayed response for the UV component, as chosen in \([13,29]\). Third, MPI and MPA for the TH component have been tuned on their appropriate cross sections \( K [3\omega], \sigma [3\omega], \beta [3\omega] \), while SPM, XPM, and FWM contributions in Eq. (3) possess different nonlinear Kerr indices.

These changes are, however, minor and preliminary simulations using the pulse parameters of Ref. \cite{29} restored a propagation dynamics close to that commented on in this reference. In addition, we verified that simulations performed with halved nonlinear coefficients for XPM and FWM, and involving also \( R(t) \) in the \( 3\omega \) component, led to results comparable with the coming ones.

### III. Meter-Range Propagation of Fundamental and TH Pulses in Parallel Geometry

Equations (2)–(5) are numerically integrated by means of a parallel radial code for pulses propagating in collimated geometry, in order to produce femtosecond filaments keeping a quasiconstant diameter over several meters. Two input beam configurations are investigated: (a) Sub-mm pulses \( \omega_0 = 0.5 \) mm conveying a ratio of input power over critical \( P_{\text{in}}/P_c = 4 \) and (b) broader beams with waist \( w_0 = 0.25 \) cm containing 50 critical powers. The critical power for self-focusing is defined by \( P_c = \lambda_0^2/2\pi n_2 \) and it takes the value \( P_c = 2.55 \) GW at \( \lambda_0 = 800 \) nm.

#### A. Femtosecond pulses with moderate powers

To start with, we first solve Eqs. (2)–(5) for an input pulse having a Gaussian shape

\[
E_\omega(z = 0, r, t) = \sqrt{\frac{2P_{\text{in}}}{\pi w_0^2}} e^{-(\lambda_0^2/2\pi n_2)^2},
\]

with power \( P_{\text{in}} = 4P_c \), waist \( w_0 = 0.5 \) mm, and temporal half-width \( t_p = 127 \) fs \([full width at half maximum (FWHM)] duration/\sqrt{2 \ln 2}\). The beam is launched into the atmosphere in a collimated way (no focusing lens). At \( z = 0 \), there is no third-harmonic component \( E_{3\omega} = 0 \). Figure 1 summarizes the results of the numerical simulations. Figures 1(a) and 1(b) show the peak intensities of the fundamental \( \omega \) and TH \( (3\omega) \) pulses. Figures 1(c) and 1(d) represent the on-axis fluence distribution \( F = \int_0^\infty (|E_{\omega}|^2 + |E_{3\omega}|^2)(r = 0, z, t) \, dt \) and the mean radius of the two-colored filament taken as the FWHM of the fluence, respectively. Figures 1(e) and 1(f) illustrate the maximum plasma density \( \rho_{\omega, 3\omega} \) excited by ionization of air molecules and the energy loss upon the propagation axis, computed throughout the entire simulation box. All dashed curves refer to the same quantities plotted for an IR pulse only, i.e., while maintaining \( E_{3\omega} = 0 \) along the \( z \) axis.

From these figures, a couple of important features can already be emphasized.

(i) The ratio of peak intensities \( I_{\omega}/I_{3\omega} \) \( (I_j = |E_j|^2) \) locally remains \( \approx 50 \). This observation can be explained by the large phase mismatch \( \Delta k \) between the pump and TH components: The characteristic coherence length \( L_c = \pi/|\Delta k| \approx 0.69 \) cm is rather small, so the evolution of the TH peak intensity almost follows that of the fundamental. Generated TH field experiences down-conversion after a short propagation length \(< 1 \) cm, which significantly limits the growth of its intensity over larger distances.

(ii) There is a noticeable enlargement of the filament range in the presence of THG: Self-guiding is enhanced by a multiplicative factor of \(-1.5 \) compared with the case where TH is omitted. Note the smoother decrease in energy when both IR and UV components couple, which allows the filament to survive over longer distances and stay clamped with a longer plasma channel reaching a peak electron density \( \sim 10^{16} \text{ cm}^{-3} \).

In order to get a deeper insight into the nonlinear dynamics of the two-colored filament, we display in Fig. 2 information related to the on-axis temporal distortions undergone by the two components [Figs. 2(a) and 2(b)] and by an IR pulse only [Fig. 2(c)]. Here, the red zones correspond to intensity levels \( 60 \text{ TW cm}^{-2} \leq I_{\text{max}} \leq 80 \text{ TW cm}^{-2} \), while yellow and green zones correspond to lower ones, i.e., \( 40 \text{ TW cm}^{-2} \leq I_{\text{max}} \leq 60 \text{ TW cm}^{-2} \). Some temporal profiles are illustrated in Fig. 2(d) at different propagation distances. Figure 2(e) supplies information about the dephasing \( \Delta \phi \) \( = 3\phi - \phi_{3\omega} \) between the components at two different instants, namely, \( t = 0 \) and \( t = t_{\text{max}} \) when the pulse intensity is maximum. Figure 2(f) finally shows the energy conversion efficiency between the fundamental and the TH pulses, inside a contour of \( 300 \mu m \) in diameter around the filament core (dashed line) and over the whole simulation box (solid line). This conversion efficiency is defined by the ratio between the energy in the TH component and the energy of both components. It attains values as high as \( 0.5\% \) over 5 m of propagation.
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Again we may underline important points revealed by these computations.

(iii) Temporal walk-off, which should promote the displacement of the TH component to positive times compared with the fundamental pulse profile, is negligible. The walk-off length, $L_D = 66$ cm, is about 100 times higher than the coherence length $L_c = 0.63$ cm, so the TH component is located at the instants when the pump field develops.

(iv) Following the “spatial replenishment dynamics” model [9], when a single component propagates, plasma generation defocuses the back of the pulse and thereby forms a leading edge ($t < 0$). Afterwards, plasma partly turns off and provokes the refocusing of the trailing edge ($t > 0$). This standard scenario is refound in Fig. 2(c). Note that the trail is here directed to $t = 0$ at $z = 2.5$ m. We attribute this reconfine-
ment to center to the Raman-delayed Kerr response, which smooths the back of the pulse and lowers the number of peaks arising at positive times [37]. When both IR and UV components couple, we rediscover this temporal evolution, up to $\sim 2$ m only. Next, the dynamics changes: Temporal fluctuations develop in the pulse profile at $z \sim 2.2$ m. Two new cycles of focusing/defocusing events occur, connected with the oscillations seen in Fig. 1(c). These new events go on feeding the interplay between the leading and trailing edges in the pulse, before only one temporal peak is confined around $t = 0$ at the distance $z = 3.24$ m. When the pulse temporal profile relaxes to a single peak, it exhibits a typical duration $\leq t_p/10$.

(v) The phase difference is quasiconstant and keeps the value $\Delta \phi \approx \pi$ almost all along the self-guiding range, up to
fields in phase and amplitude (weak losses mainly driven by the nonlinearities that involve relatively transverse diffraction, walk-off, and GVD in regimes proposed in propagating over meter-range distances. A few cm only, is hence confirmed for collimated beams few intervals in z. This property, first discovered in [29] upon a few cm only, is hence confirmed for collimated beams propagating over meter-range distances.

To understand this latter point, we may follow the procedure proposed in [29]. We decompose the pump and TH fields in phase and amplitude \( \langle \hat{E}_j \rangle = A_j e^{i \phi_j}, \ j = \omega, 3\omega \). Discarding transverse diffraction, walk-off, and GVD in regimes mainly driven by the nonlinearities that involve relatively weak losses [see Fig. 1(f)], we find

\[
\dot{\phi}_\omega = -\frac{k_0 \rho}{2 \rho_c} + k_0 \rho_2 \left[ R(t) + 2 A_\omega^2 + A_\omega A_{3\omega} \cos(\Delta \phi) \right],
\]

\[
\dot{\phi}_{3\omega} = -\frac{k_4 \rho}{6 \rho_c} + 3 k_0 \rho_2 A_\omega^2 + 3 k_0 \rho_2 A_\omega^2 \cos(\Delta \phi),
\]

\[
\frac{1}{2} \dot{A}_\omega^2 = k_0 \rho_2 A_\omega^3 A_{3\omega} \sin(\Delta \phi),
\]

where one may further approximate the Kerr response \( R(t) \) by identifying the time \( t_{\text{max}} \) for which the temporal dependencies in Eq. (4) are maximum at \( z = 0 \) [43]. For instance, when \( t_p = 127 \) fs, this instant is \( t_{\text{max}} = 13 \) fs and yields \( R(t_{\text{max}}) = 0.83 A_\omega^2 \), i.e., the effective Kerr index, \( n_{\text{eff}}^2 \), is equal to \( 0.83 n_2 \) in this approximation, so that \( 2 A_\omega^2 - R(t) = 1.17 A_\omega^2 \). Setting \( \cos \Delta \phi = -1 \ (\Delta \phi = \pi) \) is then necessary to reach a balance between the mismatch parameter \( \Delta k = 5 \) cm\(^{-1} \) and the nonlinear contributions. At certain instants, Fig. 2(e)
shows that this balance, however, drops inside short longitudinal intervals. Visual inspection of the numerical results reveals that here either $E_{3\omega}=0$ or $E_{\omega}=0$. Such zero-valued components cannot support the previous phase balance. These rapid drops of $\pi$-phase shift are responsible for a significant decrease in the energy conversion efficiency [see Fig. 2(f)].

Let us now emphasize one of the most important results of this analysis: The supercontinuum induced by third-harmonic generation.

Figure 3 shows the intensity spectra of the previous pulse. The plotted quantity is the spectral intensity, $I(\tau,\lambda)$, expressed in Fourier space and integrated over the diffraction plane. Three characteristic stages of pulse broadening in the presence of plasma generation are illustrated. After a Kerr-induced SPM stage (not shown here), a redshift signals the emergence of a leading edge in the pulse temporal profile created by plasma defocusing ($z=1.37$ m). Then, the spectrum is continuously enhanced into a hump of wavelengths in the UV-visible domain ($z=3.24$ m). At larger distances, this hump persists, although the UV components become more damped ($z=3.63$ m). These spectral distortions amplify oscillations mainly caused by constructive/destructive interference between different temporal peaks emerging in the pulse profile and altering consequently the Fourier transform ($\omega_{\text{max}}=2\pi/D_t$, where $D_t$ is the interpeak interval).

These three phases can briefly be explained by the elementary theory for SPM [18], predicting that a Gaussian pulse $E_{\omega}(L,t)=E_{\omega}(L_0,t)\exp(i\phi(L,t))$ keeping a nearly constant temporal profile will undergo spectral broadening characterized by a maximum phase shift $\phi_{\text{max}}=(I_{\text{max}}/I_0)\times(L/L_{\text{NL}})$, where $L_{\text{NL}}=(k_0\n_2^2 I_0)^{-1}$ is the nonlinear length scale ($L_{\text{NL}}\sim13$ cm;
$I_0=2.6\ \text{TW/cm}^2$. The frequency variations $\Delta \omega = \omega - \omega_0$ dictating the spectral enlargement are given by $\Delta \omega = -\partial \phi / \partial t$ with maximal value $\Delta \omega_{\max} = 0.86 \phi_{\max}/T$, where $T$ is the pulse duration kept quasiconstant along the propagation length $L$. Applying these estimates to Fig. 3, we find that the competition between Kerr focusing and MPI forms a “constant” leading spike with $T \sim t_p/10$ at $z \sim 1.3 \text{ m}$, where $I_{\max}$ attains 20 times $I_0$ over the distance $L \sim 0.5 \text{ m}$. This leads to the frequency broadening $\Delta \omega_{\max} = 5 \times 10^{15} \text{ Hz}$, with a pronounced redshift. Further focusing/defocusing sequences occurring from $z \gtrsim 2 \text{ m}$ and achieved by the formation of a central spike close to $t=0$ induce a more symmetric enlargement ($z, \sim 3.24 \text{ m}$). The UV components amplify this spectral dynamics as $\partial \phi_{3\omega}/\partial t = 3 \partial \phi_{\omega}/(\Delta \omega_{3\omega}/\Delta \omega_{\omega})$.

Spectral broadening in wavelength follows the same distortions in the proportion $\Delta \lambda_{\omega} = -\lambda_{\omega}^3 \Delta \omega/(2 \pi c)$, where $c$ is the speed of light in vacuum. Deviations in wavelengths are found to attain $\Delta \lambda_{\omega} \approx 2 \mu \text{ m}$ for the IR pulse and $\Delta \lambda_{3\omega} = \Delta \lambda_{\omega}/3 \approx 0.6 \mu \text{ m}$ for the TH one. At $z = 3.24 \text{ m}$, the deviations $\Delta \lambda_{\omega}$ overlap in the region separating the $3\omega$ and $\omega$ spectra, which become the locus of an important superimposition of wavelengths. This results in an UV-visible supercontinuum generation in the domain $200 \text{ nm} \leq \lambda \leq 500 \text{ nm}$ revealed by Fig. 3(a). Figure 3(b) extends the same spectral evolution, up to $2 \mu \text{ m}$, while Fig. 3(c) depicts the complete spectrum at $z = 3.24 \text{ m}$ with and without THG. From this latter figure, one can conclude that, actually, the hump in wavelength below $500 \text{ nm}$ is caused by THG. Moreover, the IR content of the spectrum reaches $4.5 \mu \text{ m}$, in agreement with experimental observations [20].

**B. Broad pulses with high power**

To prove that the supercontinuum generation revealed in Fig. 3(a) is generic, we briefly examine the dynamics of a broader Gaussian beam, starting with the input datum (6) having the bigger waist $w_0=2.5 \text{ mm}$ and containing 50 critical powers. The other pulse parameters are kept unchanged. Again, the build-up of UV-visible wavelengths appears over a couple of meters, as displayed by Fig. 4. Figure 4(a) puts in evidence two different stages in the spectral broadening attained at high power levels, for which the nonlinear focus is formed at $z \approx 1.5 \text{ m}$. The same “spectral” dynamics characterizes these propagation scales: The TH component widely broadens towards its red direction at $z = 2.4 \text{ m}$, as plasma generation defocuses the back of the pulse. At $z = 4.2 \text{ m}$, a significant “symmetric” enlargement of both pulses results from a distorted temporal distribution mixing leading and trailing peaks. Spectral enlargements strongly superimpose at this distance and promote a salient hump in the wavelength domain $200 \text{ nm} \leq \lambda \leq 500 \text{ nm}$. The temporal evolution of the pulse profile along the $z$ axis can be followed in Fig. 4(b). Over this propagation range, the dephasing $\Delta \phi$ is again clamped around the value $\pi$, as seen in Fig. 4(c).

From Fig. 4(b), one can notice how the temporal pulse profiles become distorted at large distances. We must, however, keep in mind that spherically symmetric filaments keeping 50 critical powers during their early propagation are not very realistic, as the focal spot should break up into multiple filaments at powers $\gtrsim 20P_{cr}$ [38]. Figure 4 shows, nevertheless, that supercontinuum generation occurs over a few meters in the UV-visible domain, even for broad beams.
FIG. 5. (Color) Numerically computed CE for the same pulse used in Sec. III, (a) with and (b) without THG, at $z = 1$ m.

conveying initially an important ratio of input power over critical.

IV. CONICAL EMISSION

If spectral broadening is linked to the temporal variations of the pulse phase, the conical emission, which manifests as an angular emission of shifted radiation at specific wavelengths, is currently justified by the spatial variations of the same phase. As examined in [19], CE originates from the SPM of an IR pulse. Its half-angle of divergence, $\theta_\lambda$, is generally measured as the ratio of the radius of a given colored ring to the distance from the middle of the CE source to the screen. This angle does not depend on the longitudinal position where it is measured. Whereas CE has been observed many times for various waists in the range of wavelengths $500 \text{ nm} \leq \lambda \leq 800 \text{ nm}$ [2,19], little information has been reported for the complementary domain $200 \text{ nm} \leq \lambda \leq 500 \text{ nm}$.

Since CE originates from the nonlinear phase shifts in one filament, it is worth computing it from the mm-waisted beam ($w_0 = 0.5 \text{ mm}$) simulated in Sec. III. For any pulse component, CE follows from the broadening of the angular spectrum defined by $k_\perp = [\partial b/\partial r]$, which is mainly driven by the spatial variations of the plasma density ($-|\partial p/\partial r|$). Along the self-focusing process, radial compression and longitudinal steepening occur simultaneously at the pulse front, which results in a salient increase of the nonlinearities interplaying in the phase [see, e.g., Eq. (7)]. For TH generation, CE is reinforced by the FWM source contribution for the $3\omega$ component. This angular divergence is plotted in Fig. 5 at $z = 1$ m, where the pulse intensity attains its maximum in both components. Figure 5(a) shows the angular divergence computed from the spatio-temporal Fourier spectrum of the total pulse intensity $|\tilde{E}_\omega(k_\perp, \omega) + \tilde{E}_{3\omega}(k_\perp, \omega)|^2$, from which the half-angle of propagation at given wavelength $\lambda$ is $\theta_\lambda = k_\perp / k_\lambda \times (360/2\pi)$ (degrees), where $k_\perp = 2\pi/\lambda$. For wavelengths above $400 \text{ nm}$, an “inner” bright curve occurs in the plane ($\theta_\lambda, \lambda$), which is caused by the fundamental pulse. At smaller wavelengths, a second “outer” curve arises because of the influence of THG. For $\lambda = 500 \text{ nm}$, this angle reaches the value $0.12^\circ$, in agreement with available experimental data [2,19]. Figure 5(b) illustrates the CE for the same pulse without THG ($\tilde{E}_{3\omega} = 0$), for which $\theta_\lambda$ slightly increases with decreasing $\lambda$, but with an angular growth limited to $\theta_\lambda \sim 0.15^\circ$. In contrast, when TH is generated, CE is noticeably enhanced by about $0.1^\circ$. The divergence is steeply augmented to $0.23^\circ$–$0.25^\circ$ in the range $200 \text{ nm} \leq \lambda \leq 400 \text{ nm}$, as the angular contribution from the pump wave becomes more and more extinguished. This angular growth is linked to additional (FWM) nonlinearities coming from the coupling $\omega/3\omega (\partial \phi_{3\omega} = 3\partial \phi_\omega)$ and making the TH spectrum in $k_\perp$ wider than the fundamental.

V. EXPERIMENTAL LIDAR SENSING REVEALS UV-VISIBE SUPERCONTINUUM GENERATION

Since supercontinuum generation in the UV-visible wavelength domain was numerically evidenced over meter-range propagation scales for mm-waisted beams, we may expect to detect the same phenomenon over several hundreds of meters by using cm-waisted pulses. With this aim, experiments were performed by means of the Teramobile laser system [23], delivering pulses with waist $w_0$ as large as 5 cm from the laser exit.

The Teramobile system is the first mobile femtosecond TW-laser based Lidar system [23]. It involves a chirped pulse amplified (CPA) Ti:sapphire laser source that delivers 5 TW pulses (70 fs, 350 ml) at 10 Hz repetition rate. The laser pulses are sent vertically into the atmosphere using a 3× all-reflective beam expander, 240-cm-diam telescope, which focuses the light onto a spectrally resolved detector. The Lidar returns are recorded as a function of the photon flight time using a 500 MHz digital oscilloscope, which provides distance resolution. The initial chirp of the pulse can be modified by varying the grating distance in the compressor, in order to limit the initial optical intensity and to compensate for group-velocity dispersion (GVD) in air as the laser beam propagates. This allows us to modify the distance at which the onset of filamentation occurs.

The UV-visible content of the supercontinuum was measured at different altitudes by using the Lidar arrangement and by scanning the spectrometer. The wavelength increment was 10 nm from 230 nm to 600 nm. For each spectral interval, averaging over 1000 shots was performed. The white light intensity was optimized by changing the initial chirp and geometrical focusing. Optimal white-light emission was found for an initial GVD precompensation chirp of $-150$ fs ($t_p = 127$ fs) and a linear focusing of $f = 10$ m.
convolution of the spectral dependence of the apparatus response was applied. Correction over the Rayleigh-Mie backscattering/extinction efficiencies was performed by analyzing the individual Lidar returns. Moreover, correction over the ozone absorption, present in the atmosphere at a concentration of 100 \( \mu g/m^3 \), was applied to the spectra.

Lidar signals contain information about the intensity profile in a cross section of the beam depending on the altitude [39]. Because of the Lidar optical arrangement, the overlap between the laser beam and the telescope field varies with altitude and strongly depends on the laser divergence. In particular, Lidar signals become very sensitive to this overlap function at low altitude. To correct this function, the whole detection system geometry, including the collecting telescope, the monochromator, and the detector, has been designed in three dimensions in order to calculate the geometrical compression, and hence the overlap function. This function was integrated over the whole beam section. In this integration, following the results of [25], we modeled the laser beam profile at each wavelength as a central emission peak, surrounded by conical emission bearing 70% of the energy. The divergence angle of the conical emission at each wavelength, as well as the laser angle relative to the telescope axis that could not be measured directly, were left as free parameters. These parameters have been determined by fitting the simulated signal as a function of the altitude at each wavelength with the experimental ones. The strongest weight in this fit was given at the lowest altitudes, where the geometrical compression effect is higher, and, therefore, where the signal is more sensitive to the parameters. This fit allowed us to access the white light spectrum at low altitude (100 m – 200 m) and the supercontinuum divergence related to conical emission as a function of the wavelength.

The results at 105 m, 135 m, and 195 m altitudes are shown in Fig. 6(a). At 105 m, SPM widely broadens the fundamental laser spectrum and THG appears as a band of some 50 nm around 265 nm. At 135 m, however, the observed spectrum changes into an ultrabroadband and continuous UV-visible plateau down to 230 nm. At 195 m, TH spectral contribution relaxes to some extent, while the hump at visible wavelengths still persists.

This spectral dynamics agrees with the previous numerical results. Some discrepancies, however, deserve special comments. First, experimental and numerical spectra are quite similar, up to the oscillations created by interference between different peaks appearing in the pulse profile (see Fig. 3). Such oscillations are smoothed in the experimental spectra, measured with a resolution of 10 nm, and averaged over 1000 shots. Second, differences also occur in the longitudinal scales. Whereas our numerics emphasizes a spectral dynamics taking place over 2.5 m (see Sec. III), identical spectral distortions develop over several tens of meters in the experiments. We attribute these discrepancies to the large increment (\( \approx 10 \) m) limiting the number of available experimental data, where the build-up in wavelengths arises as a cumulative effect from all filaments in the entire laser focal spot. A majority of filaments should indeed be aligned on the same spectral profile to modify noticeably the overall laser spectrum, which can happen after several tens of meters along the propagation axis. This conjecture received confirmation in a very recent investigation [44], where UV spectral measurements were performed on a single filament over laboratory scales and restored a supercontinuum similar to Figs. 3(a) and 4(a) over a few meters of propagation only.

Figure 6(b) shows the conical emission detected from the same experimental setup. The observed divergence can be explained as the convolution of CE from each filament in the bundle (overall beam) and the linear divergence of the Teramobile bundle itself [25]. This latter angle corresponds to the whole beam divergence governed by geometrical optics, due to the 10-m focusing geometry. It is determined by subtracting the CE angles known from the literature in the domain of 500–600 nm from the global divergence of the beam. The resulting value is then used to deduce the CE angles at lower wavelengths, which are presented in Fig. 6(b) (squares). Basically, the conical emission in the UV-visible wavelength domain prolongs almost linearly that known from IR pulses at relatively larger wavelengths [19]. This behavior is true, up to an important deviation of the half-angle \( \theta_c \) at UV wavelengths \( \lambda < 350 \) nm. This deviation increases the CE by more than 0.1° and reaches 0.28° at 250 nm, which reasonably agrees with the simulations of Sec. IV.

Note that, whereas IR and UV components are connected in Fig. 6(b), they look disconnected in Fig. 5(a). We believe that this discrepancy originates from the lack of higher-order dispersion and space-time focusing terms in our model equations. These effects are indeed awaited to match the two spectral components by increasing their own angular divergence (see, e.g., Ref. [45]).
VI. THG IS A NONLINEAR SATURATION MECHANISM FOR THE PUMP WAVE

As revealed by Fig. 1(d), THG enables the two-colored filament to propagate further by keeping a quasiconstant waist of \(~\sim 100\ \mu m\). This phenomenon is compatible with the weaker energy loss undergone by the filament when TH is emitted, compared with the propagation of an IR pulse alone [Fig. 1(f)]. By computing the continuity relations for the wave densities, Eqs. (9) and (10) indeed show that generation of third harmonics takes place by FWM through up- and down-conversion cycles, which, on the whole, do not affect the global energy content. Converting part of the fundamental energy into TH thus limits the energy loss undergone by plasma formation.

To understand the self-channeling enhancement, we can first notice the order of magnitude of the wave-vector mismatch parameter: \(\Delta k = 5\ \text{cm}^{-1}\). This parameter is large compared with the typical “nonlinear wave vector” associated with the peak intensity of the \(\omega\) component: \(n_2k_0A_0^2 < 2.5\ \text{cm}^{-1}\). More precisely, \(\Delta k\) has an order of magnitude comparable with the XPM and FWM contributions of Eq. (3), so that we can apply the so-called “cascading” limit which consists in setting \(\Delta k\) equal to the leading-order nonlinearities, i.e.,

\[
\mathcal{E}_{3\omega} = -\frac{k_0n_2}{\Delta k + 6k_0n_2A_0^2}\mathcal{E}_\omega. \tag{12}
\]

As long as \(A_0^2 < |\Delta k|/6k_0n_2 = 2.7 \times 10^{13} \text{ W/cm}^2\), the approximation \(\mathcal{E}_{3\omega} = -k_0n_2A_0^2/|\Delta k|\) holds. Once Eq. (12) is plugged into the pump wave equation, Eq. (2) simplifies at leading order into

\[
\frac{\partial \mathcal{E}_\omega}{\partial z} = \frac{i}{2k_0}\nabla_1^2\mathcal{E}_\omega - \frac{i}{2}k_0n_2R(i)\mathcal{E}_\omega - i\frac{k_0}{2\rho_c}\mathcal{E}_\omega - \frac{k_0n_2}{2\Delta k}\frac{|\mathcal{E}_\omega|^4}{(1 + |\mathcal{E}_\omega|^2)}\mathcal{E}_\omega
\]

\[
= -i\frac{k_0n_2}{2\Delta k}|\mathcal{E}_\omega|^2\left(\frac{1}{(1 + |\mathcal{E}_\omega|^2)}\right)^{3/2}\mathcal{E}_\omega, \tag{13}
\]

where \(C = 6k_0n_2/|\Delta k|\). The TH nonlinearities thus combine into a defocusing quintic saturation, which becomes itself saturated at high enough intensities (\(I_{\omega} \rightarrow I_{\omega}^{\text{max}}\)). Therefore, THG acts in the sense of “delaying” the collapse of the pump wave and stabilizes the self-guided filament to some extent. A similar phenomenon was earlier discovered in [41] for cw beams without plasma generation: At large, negative mismatch values \(\Delta k/(n_2k_0A_0^2) < -1\), THG promoted the arrest of beam collapse and contributed to form \(\chi^{(5)}\)-like spatial solitons (\(C < 0\)) characterized by periodic oscillations. Such oscillations, which anticipate the convergence of nonlinear beams to solitary-wave structures over long ranges [42], are visible in Figs. 1(c) and 1(d) from \(z = 1\ m\). In the present context, they decrease in amplitude until MPA dissipates the filament.

Let us estimate the intensity threshold for the \(\omega\) component resulting from the interplay between MPI and Kerr focusing. The order of magnitude of the laser intensity, \(I_{\omega}\)

\[= |\mathcal{E}_\omega|^2\], when it becomes saturated by MPA takes the value \(I_{\omega,\text{MPI}} = (2\rho_cn_2^2/\rho_\omegaK_\omega)K_\omega^{-1} \approx 48\ \text{TW/cm}^2\), where \(n_2^\text{eff} = 0.83n_2\). In the absence of THG, the typical length for self-channeling is then given by

\[
\Delta v = \frac{2}{\beta_\omega|K_\omega|I_{\omega,\text{MPI}}^{\text{max}}K_\omega^{-1}} \approx 1.1\ \text{m.} \tag{14}
\]

If we now consider the role of TH in the limit \(C \rightarrow 0\), the third harmonics couples with the fundamental like an effective \(\chi^{(5)}\) nonlinearity [4] with related coefficient \(n_4\),

\[
n_4 = \frac{n_2k_0}{|\Delta k|} = 2.513 \times 10^{-33}\ \text{cm}^4/\text{W}^2, \tag{15}
\]

which is about a quarter of the value often proposed in the literature (see, e.g., [4]). In spite of the smallness of \(n_4\), one can see that such quintic nonlinearities are active in stabilizing the filament for the following reason.

When we analyze the effective nonlinear index of refraction associated with Eq. (13), i.e.,

\[
\Delta n = n_2\rho(t) - n_4|\mathcal{E}_\omega|^4 - \rho_{\text{max}}/2\rho_c
\]

\[
= n_2^\text{eff}I_{\omega} - n_4|\mathcal{E}_\omega|^4 - \rho_{\text{max}}/2\rho_c, \tag{16}
\]

the combination of nonlinearities can be rewritten as

\[
\Delta n = n_2^\text{eff}\left(1 - \gamma K_\omega^{-1} - \alpha y\right). \tag{17}
\]

Here, \(y = I_{\omega}/I_{\omega,\text{MPI}}\) and \(\alpha = \max(I_{\omega,\text{MPI}})/I_{\omega}^{\text{th}}\) involves the saturation threshold owing to TH-induced quintic saturation,

\[
I_{\omega}^{\text{th}} = n_4 = 1.32 \times 10^{14}\ \text{W/cm}^2. \tag{18}
\]

Even higher than \(I_{\omega,\text{MPP}}\) quintic saturation still plays a significant role in lowering the overall intensity threshold. Computing the zeros of \(\Delta n\), for which MPI and \(\chi^{(5)}\) nonlinearities both saturate Kerr focusing, no longer yields the solution \(y = 1\), but instead \(y = 0.94\), which lowers \(I_{\omega}^{\text{max}}\) below \(4.5 \times 10^{13}\ \text{W/cm}^2\). The self-guiding length is then enhanced accordingly,

\[
\Delta v_{\text{MPI}} = \frac{2}{\beta_\omega|K_\omega|I_{\omega,\text{MPI}}^{\text{max}}K_\omega^{-1}} \approx 1.63\ \text{m.} \tag{19}
\]

It becomes augmented by the multiplicative factor \(y^{-7} \sim 1.5\), which agrees with Fig. 1(d).

Figure 7 shows the peak intensity [7(a)], mean beam radius [7(b)], temporal distribution [7(c)], and averaged spectra at \(z = 3.24\ m\) [7(d)] from the input beam (6) used as an initial condition for Eq. (13). In Figs. 7(a) and 7(b), the dashed lines report the peak intensity and mean radius plotted in Fig. 1(a), while the dotted curve represents the same quantities computed from Eq. (13) in the pure \(\chi^{(5)}\) limit, \(C \rightarrow 0\). Remarkably, this equation restores nearly the same pulse dynamics as that observed in Figs. 1(a), 1(b), and 3(c). Even though THG is “formally” not existing in Eq. (13), its corresponding quintic saturation promotes close temporal distortions [Fig. 7(c)]. It helps in symmetrizing the pulse spectra and in enhancing spectral enlargement towards the blue side.
compared with an IR pulse undergoing plasma defocusing alone [Fig. 7(d)]. These last numerical results reproduce spectra resembling those depicted in Fig. 3, apart from the UV broadband earlier excited by THG which is, of course, absent here. They suggest that, even if current models of pulses propagating in air may not account for TH excitation and discard integration of Eq. (3), they should at least include a saturated quintic nonlinearity [last term in Eq. (13)] with the effective $n_4$ given by Eq. (15).

VII. CONCLUSION

In summary, we have investigated the influence of phase-locked propagation of TH pulses on the white-light continuum spectrum generated by the fundamental IR pulse over meter-range propagation distances. From numerical computations supported by theoretical estimates, we demonstrated that the third-order harmonics significantly contribute to the supercontinuum generation. As already expected in [29,30], TH is generated and maintains the beam energy and intensity over long distances within a two-colored filament. In this filament, the IR pulse is subject to SPM which broadens the spectrum asymmetrically towards the red direction, caused by the early plasma defocusing of the back of the pulse. Simultaneously, the UV spectral region undergoes a wide broadening, as the dephasing between the two components stays locked at $\Delta \phi = \pi$ all along the self-channeling process. This property, discovered in [29] over a few cm, has been put in evidence upon several meters of filamentation. The $\pi$-phase locking guarantees that SPM of the dominant IR pulse has a direct incidence on the UV part in the spectrum, which becomes three times more enlarged in frequency. This mechanism finally results in a superimposition of the blue-shifted IR spectrum with the strongly redshifted UV one and to the build-up of novel wavelengths in the intermediate range $200 \text{ nm} \leq \lambda \leq 500 \text{ nm}$. This phenomenon was experimentally confirmed by atmospheric sensing experiments performed with the Teramobile laser facility. By means of chirped (150 fs), cm-waisted pulses delivering several TW in power, vertical shots in the atmosphere allowed us to display evidence of this supercontinuum generation starting from the deepest UV wavelengths.

Next, we analyzed the conical emission induced by the spatial variations occurring in the nonlinear phase of the two-colored filament. Numerical computations of the CE revealed that the angular divergence still increases at decreasing wavelengths going down to the UV region, in the same proportions as inside the Teramobile bundle. A steep angular deviation of $0.1^\circ$ produced at $\lambda \sim 250 \text{ nm}$ was revealed by both the experiment and numerical computations, which clearly proves that the TH component undergoes a more important spectral diffraction. Increase of the CE angle at UV wavelengths is also a consequence of the $\pi$-phase locking. It can also be attributed to the additional saturable nonlinearity originating from THG, which reinforces the defocusing action of MPI.

In connection with this point, the last—but not least—important result consisted in the partial stabilization of the two-colored filament by THG, whose principal effect on the IR pulse dynamics is to introduce a quintic, defocusing nonlinearity at large wave-vector mismatch values. This extra defocusing contribution arises as a saturating nonlinearity in...
the form $-n_d(\xi_{14}\xi_{14}^* + (1 + 6n_d\nu_3)\xi_{14}^2/|\Delta k|)$, which lowers the maximum intensity threshold reached by the $\omega$ component and, thereby, enhances the self-guiding range by an efficient decrease of the MPA damping of the filament. Even weak, this stabilization mechanism participates in making SPM-broadened spectra more symmetric and prolonging the lifetime of the filament.

The question of knowing whether $\chi^{(5)}$ saturation is important or not was raised in several recent papers (see, e.g., [4,5]), where quintic saturations were suggested to influence the propagation dynamics. However, no precise evaluation of the quintic coefficient $n_4$ was given, as no specific measurement of higher-order nonlinearities was realized nowadays at 800 nm for di-oxygen molecules. Our present investigation clearly shows that THG can be a key player in stabilizing femtosecond filaments in air by acting like a $\chi^{(5)}$ defocusing nonlinearity with a quite definite $n_4$ coefficient proposed in Eq. (15). Further models of femtosecond pulse propagation in air should be modified accordingly.
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Abstract

The propagation of a multi-terawatt femtosecond laser pulse in air is studied as a function of initial chirp. The chirp conditions for optimising air ionisation at long distance are presented. Ionisation channels are observed over a distance reaching 400 m.
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1. Introduction

There is increasing interest in the study of femtosecond laser self-guiding (filamentation) in air and other transparent media. The physical processes underlying this effect are now well understood. Filamentation arises predominantly from a dynamic competition between the optical Kerr effect, which leads to beam self-focusing and air ionisation by multi-photon absorption, preventing beam collapse by beam defocusing [1,2]. Air ionisation involves the simultaneous absorption of at least 8 infrared photons, so that it occurs for a thresholdlike intensity $I \sim 10^{13}$ W/cm$^2$. In the case of an input power close to the critical power for
filamentation ($P_{cr} \approx 5$ GW for air at normal pressure and a laser central wavelength of 800 nm), the main features of the filament which is formed, such as spectral broadening, pulse shortening, beam contraction and plasma channel formation, are in good agreement with numerical simulations that solve a non linear Schrödinger equation for the envelope of the propagating field [3–6]. At higher input power, $P > P_{cr}$, the beam splits into a large number $N$ of filaments, with $N \approx P/P_{cr}$ [7–9]. This situation is less well understood, due on the one hand to the complexity of numerical simulations which require a full “3d + 1” treatment over a long path [5,10,30] and on the other hand to the difficulty in measuring the beam characteristics over long propagation distances $D > 100$ m, due to the sensitivity of the multifilamentary pattern on the initial beam characteristics and on atmospheric turbulence.

Long-range filamentation of femtosecond laser pulses in air can lead to several applications [11]. The broad white continuum generated during self-guided propagation can be exploited for multi-component LIDAR studies of air pollution [12–14]. The creation of plasma column can be used to trigger and guide electric discharge, and eventually can lead to a new type of lightning rod [15–17]. Finally, the high local intensity of the self-guided laser pulse can be used for laser-induced plasma spectroscopy (LIPS) of remote targets [18]. Thus, depending on the particular application, it is important to maximise either continuum generation, the length of ionisation channels or the laser intensity at long distance.

One important laser parameter in this respect is the initial chirp of the laser pulse. For ultra-short pulses at 800 nm, the pulse duration is expected to increase because of group velocity dispersion of air. This detrimental effect can be precompensated by imparting a negative initial chirp [19,20]. Initial chirped laser pulse has another effect. By increasing the pulse duration at constant pulse energy, it decreases its peak power [21]. This is expected to increase the distance necessary for the onset of filamentation [23] and also to reduce the number $N$ of generated filaments.

In this paper, we report experimental results concerning the long propagation of IR multi-tera-watt laser pulses on a horizontal path. Measurements are performed as a function of initial laser chirp. We are particularly interested in measuring the length over which ionised plasma channels are formed. We also investigate the conditions for optimal continuum generation at long distance $D > 600$ m.

2. Experimental procedure

The experiments have been performed with a Ti:Sapphire multi-terawatt laser system, called Teramobile. A detailed description of the laser is given in [21]. The laser operates with a central wavelength at 800 nm and an energy per pulse of up to 190 mJ at a repetition rate of 10 Hz. The beam diameter at the output of the compressor is 34 mm with a pronounced top-hat profile, as shown in Fig. 1. Since the laser is based on the chirped pulse amplification (CPA) technique [24,25], the initial chirp of the laser pulse can be easily adjusted. For the present campaign, the laser final compression stage was modified so that it could produce pulses with a negative chirp (shorter wavelength first) varying between 0.2 and 9.6 ps pulses. This corresponds to respectively 190 and 4 times the critical value $P_{cr} = 5$ GW for

![Fig. 1. Profile of the beam. Intensity recorded at the output of the compressor.](image-url)
laser pulses at 800 nm. This implies that the initial power of the laser is always higher than the critical power necessary to create filaments in air. In order to obtain large negative chirps, one of the gratings of the compressor was mounted on a 40-mm translation stage. The compressor was calibrated with an autocorrelator measuring the pulse duration as a function of the distance between the gratings, yielding the value 241 fs/mm. The collimated laser beam was launched horizontally 3 m above a paved road to a maximum distance of 600 m. Longer distances of 1000 and 2350 m were also available.

Measurement of the beam intensity in a filament is a difficult task, even in the case of a well-controlled single filament in the laboratory. The most reliable method, which is based on the generation by a filament of high order odd harmonics in an atomic gas cell [26], requires an elaborate set-up with precise alignment. Additional difficulties in the present case are the high input power, leading to multifilamentary structures that may vary from shot to shot, and the effect of air turbulence [29], which produces fluctuations in the position of the beam at long distance.

In view of these difficulties, we have adopted the following procedure. We first measure the occurrence of air ionisation as a function of distance for a given initial laser chirp. Optical field ionisation of air is detected with two electric techniques described below. The onset of ionisation yields a precise value of the laser intensity, which is independently known both from experiments in single filament and from simulations. Next we correlate the ionisation signal measured as a function of distance with the darkening of preexposed photographic paper (Kodak linagraph paper, type 1895). To confirm this calibration, the same procedure is repeated in the laboratory using a well-characterized single filament. This procedure allows us to determine in a single shot the intensity profile in a complex multifilamentary pattern at a given distance with an order-of-magnitude accuracy.

Calibration of the photographic paper in the laboratory proceeds as follows. First, we measure the electric conduction of the plasma channel using the method described in [27]. Two electrodes with small holes in their centre and separated by 3 cm are placed in the filament path. A potential difference of 1000 V is applied between the electrodes. The conducting channel formed by the filament between the electrodes closes the electric circuit and induces a current that is monitored across a load resistance of 8.2 kΩ. Keeping constant the interelectrode distance and moving the circuit along the propagation axis, one obtains a characteristic ionisation curve as shown in Fig. 2(b) (black squares). A second technique measures directly the electric signal obtained when the filament impinges on the exposed copper tip of a coaxial cable connected to an oscilloscope [28]. This induces a voltage measured with a low inductance electric circuit (grey triangles).

Both types of signals recorded as a function of distance, are shown in Fig. 2(b). For comparison, we also show in Fig. 2(c) the calculated length of the plasma channel and the corresponding laser intensity in the filament for the same experimental conditions. These results have been obtained by solving numerically the non-linear Schrödinger equation governing the slowly varying envelope of the laser field [6]. Various physical effects are taken into account: diffraction, group velocity dispersion and higher-order dispersive terms, self-focusing, stimulated Raman scattering, plasma absorption and defocusing, space-time focusing and self-steepening. More details on the physical model used in the code can be found in [6]. Since the results in Fig. 2 correspond to single filaments produced in laboratory experiment, 2 + 1 dimensional simulations were performed by assuming revolution symmetry around the propagation axis. Usually, a resolution of 10 microns in the transverse direction and 1–3 fs in the time direction is sufficient but much higher resolution can be achieved with fixed step size or with adaptive mesh if necessary. As can be seen in Fig. 2(c), there is a sharp threshold-like onset of ionisation when the laser intensity reaches the value $10^{13} \text{ W/cm}^2$; this correspond to an electric signal of 10–30 mV induced in the coaxial cable. For the same points in the path of the filament, pictures of the beam profile were also recorded on a photosensitive paper in single shot exposures. The black spot recorded on the photographic paper was scanned.
and its darkening was plotted as a function of propagation distance. The value of darkening corresponding to the ionisation threshold is given at the extremities of the plasma string at \( z = 2.6 \) and at \( z = 5.1 \) m. This corresponds to a value around 185 (in arbitrary units) for the darkening curve of the photographic paper (see Fig. 2(a)). It is adopted as the minimum value for which ionisation of air occurs in long-range propagation experiments. In this range of value the photographic paper is in a saturated regime.

The same procedure relating electric and photographic exposure traces has been applied to outdoor, long distance experiments for two different laser chirps. First, the electric conductivity of the plasma channel was measured for a pulse duration stretched to 0.2 ps. For this chirp value, the observed filaments are rather reproducible in position from shot to shot and can be tracked over several tens of meters of propagation. Measurements recorded at several points along the propagation are reported in Fig. 3(a). To assess the darkening of the photographic papers that corresponds to the ionisation threshold, the last value of the plateau on the electric signal has been related to the degree of darkening at the same distance. The deduced value is about 185 in arbitrary units, consistent with the value obtained in the laboratory experiment.

We have also measured the electric signal for an initial pulse stretched to 2.4 ps. In this case, fluctuations in position become more important, making the electric conductivity measurement unreliable. We have instead recorded the electric signal produced by the central wire of the coaxial cable placed on the beam (see Fig. 3(b)). As discussed above, the ionisation threshold is reached for an electric signal of about 10 mV. This corresponds to a darkening of about 188 in arbitrary units, as shown in Fig. 3, in accordance with the previous results. We have therefore used the darkening of the paper as method to characterize the multi-filamentary-pattern, for various initial chirps on the beam path.

3. Long-range beam characterisation

One series of photographic exposures recorded at four distances, 21, 50, 68, and 109 m is shown in Fig. 4 for a negative initial pulse duration of 1.2 ps. One can clearly observe in the transverse
section of Fig. 4(a)–(c) the appearance of a number of high intensity channels that tend to appear on a ring at the periphery of the beam. This highly uneven intensity distribution of the beam intensity profile persists after a hundred meters of propagation (Fig. 4(d)). High intensity channels are also linked by an energy web organization. The ring like multi-filamentary structure can be understood, by considering the initial superGaussian beam profile (see Fig. 1). Since the self-focusing process initiates filamentation by excitation of a limited range of transverse wavenumbers [7], one expects few filaments in the centre of the beam, because of its flat intensity profile corresponding to wavenumbers having a weak amplification rate, and an accumulation of filaments around the beam edge, where intensity gradients are maximum. As shown in Fig. 5, this behaviour is well reproduced numerically by the same three-dimensional + time propagation code used in [10,30]. The physical model is that described in [30] and takes account of the afore mentioned effects. The code follows a split step Crank–Nicholson, Fourier (in time) scheme. Unevenly distributed adaptative mesh grids allow us to adjust the resolution to the wide range of spatial and temporal scales. The initial beam intensity profile at $d = 0$ (see Fig. 1) is introduced in the code as an initial condition. $10^5$ spatial grid points in the transverse dimension were sufficient to reproduce the light tubes shown in Fig. 5(a) with a resolution of 100 $\mu$m. The temporal resolution was varied in the range 3–15 fs. No atmospheric turbulence is included in these calculations, first because the patterns recorded experimentally were rather reproducible from shot to shot, second because the scale of viscous dissipation is about 1 mm [29] which is slightly larger that the light tubes and third because it is mainly the intensity
gradients in the nearly top hat beam profile (see Fig. 1) which are responsible of the organization of the light channels on the periphery of the input beam. A much cleaner beam with regular azimuthal perturbations was numerically shown to produce similar patterns except that the light tubes are regularly located on polygonal figures [30].

The photographic papers have been scanned in a densitometer through the highest intensity spots. Results are shown in (Fig. 6). Between \( d = 50 \) and 68 m, the trace is saturated or even burned (Fig. 6(a)). At longer distances, one observes a broadening of the spot size and a decrease of the darkening. From such measurements, one deduces that air ionisation takes place over a distance of up to 100 m.

In Fig. 7, a count of the number of hot spots giving a signal exceeding the ionisation threshold and a count of the number of light channels are given for three representative chirps as a function of distance. Light channels are defined here to be high intensity spots within the beam profile with insufficient intensity to ionise air. The intensity of light channels is in the range \( 5 \times 10^{10} - 10^{13} \) W/cm² as deduced from the darkening of photographic plates comprised between 145 and 185

---

Fig. 5. Comparison between experiment and simulation after 68 m of propagation for a beam initially stretched to 1.2 ps. (a) Beam cross-section recorded with a photosensitive paper. (b) Computed distribution of fluence.

Fig. 6. Experimental burning spots of the laser on photographic paper at five various distances and for an initial pulse duration of \( \tau_p = 1.2 \) ps. For each distance, the intensity profile has been reported below, dotted lines show the ionisation threshold (in arbitreries units).
Adopting the criterion that an ionising filament is formed if, at least one hot spot has a peak intensity exceeding the threshold value for ionisation (darkening >185, see Fig. 6), one can draw the filament length as a function of laser chirp. It is plotted in Fig. 8 as black lines. When the initial pulse duration is increased by introducing a negative chirp the peak power decreases. Filamentation occurs later but over a longer distance and with less plasma strings. For the pulse duration $\tau_p = 2.4$ ps the length where ionisation occurs has been increased by more than a factor of 5 and the number of filaments has been divided by 3. In a recent work, Golubtsov et al. [22] reported numerical simulations on the control of filamentation and the generation of supercontinuum by also varying the initial pulse-phase modulation (PPM). They predicted that a negative PPM shift the beginning of filamentation [16,21–23,31] and significantly extend the length of plasma channels. With an initial pulse duration of 800 fs and a negative PPM, the filamentation length reaches 800 m and is 2.5 times longer than with the transform-limited pulse ($\tau_0 = 21$ fs). Our results are qualitatively comparable to most of the predictions made from the calculations of Golubtsov et al. [22]. Nevertheless, the calculated length of plasma channels is much longer than our experimental optimum. The numerical ionisation length reaches 800 m with a pulse duration of 800 fs, even though we find a maximum length of 300 m for a pulse duration of 2.4 ps. Numerical results sensitively depend on the specific shape of the input beam, the initial pulse parameters and experimental results depend also on the dynamics of plasma detection. This explains discrepancies between their simulations and our experiments, despite clear common general trends. Finally, the grey lines in Fig. 8 correspond to the formation of intense light channels, without occurrence of detectable ionisation. As reported recently, such bright light channels without measurable ionisation propagate over at least 2350 m [10].

The procedure using photosensitive paper has been repeated for various initial pulse duration with the results summarized in Fig. 9. The degree of darkening of papers corresponding each time to the strongest spots within the entire beam profile has been traced as a function of distance for different initial negative chirps. In the same figure, the value of the ionisation threshold is plotted as a horizontal dashed line. The degree of darkening for each curve above the ionisation value should be considered with circumspection, because the paper becomes saturated or even burned. However, it gives a rather reliable criterion for the onset of ionisation and therefore allows us to extract the distance over which air is ionised. An optimum was found for a negatively chirped pulse (duration of 2.4 ps). For this value, ionisation was observed
over more than 300 m with a maximum of five ionising filaments in the beam profile.

Finally, we briefly address the question of optimising white continuum generation at long distance. The beam intercepted by a white screen was photographed with a digital camera at several distances. In Fig. 10, the beam cross-section recorded at 1000 m is compared for two values of the chirp, 0.2 and 9.6 ps. The first corresponds to the smallest duration of the pulse that can be realized with the modified compressor stage, the second gives the highest negative chirp achievable. One notices in the first case a bright continuum generation, without discernible hot spots, with a beam divergence of 1 mrad. In the second case, the whole beam profile is slightly compressed, and bright channels (which persists beyond 2350 m) are clearly observable.

For the longest pulse duration, 9.6 ps, photographs of the beam profile recorded at a distance of 2350 m are shown in Fig. 11(a) and (b). As discussed earlier, we were not able to measure reliable evidence of air ionisation under these conditions. An estimate of the laser intensity from the darkening of the photographic paper gives a peak value of about $10^{12}$ W/cm².

Assuming a conversion efficiency of 1–10% between the initial pulse and the broadband continuum, we can now estimate the total power as well as the fluence of the continuum on a distance of 1 km, since we know the white continuum beam divergence. We find an energy of 2–20 mJ in a continuum comprise between 300 and 950 nm and a fluence of $2 \times 10^{-7} - 2 \times 10^{-6}$ J/cm² for an initial pulse duration close to minimum. On the other, with a negative chirp giving a pulse duration of 9.6 ps, we have typically between 5 and 7 light channels at 1 km. Only the bright channels generate continuum in this case. Assuming the same conversion efficiency into continuum of 1–10%, the continuum energy is in the ratio of (total surface of light tubes/beam surface) $\sim 10^{-6}$. However, the fluence is the same. Therefore, we conclude that a small negative chirp is better suited for applications where the continuum emission must be maximized.

The fact that ionisation is usually needed for balancing self-focusing is a physical picture that emerged from works on filaments generated by unchirped pulses at moderate powers. With multiple filaments generated by high-power beams, this picture is expected to be still correct for indepen-
dent filaments collapsing on themselves, a situation favoured with unchirped pulses. With powerful beams and large chirps, a large number of light tubes compete for the available laser energy over extended distance. The validity of this powerful concept of the energy reservoir, originally proposed in [5], was shown in detail for a single filament [32]. The collapse of a specific light channel into a plasma filament is more difficult when surrounding light channels prevent a fast concentration of power, which makes other mechanism such as, e.g., GVD, more efficient to arrest the collapse before ionisation occurs [33].

In conclusion, we have studied the beam profile of an intense IR femtosecond laser pulse as a function of distance, up to 2350 m, for different initial chirps. Using electric measurements and photographic recordings, we estimated the distance over which air ionisation was occurring. A maximum ionisation distance of 370 m was found for a laser with a negative chirp of 2.4 ps. A shorter pulse duration favoured the amount of broadband continuum detected at long distance, while longer negative chirps led to the appearance of bright light channels at 2350 m, the longest distance for which measurements were performed. The peak

![Image](image_url)
intensities of such bright light spots was estimated to be around $10^{12}$ W/cm$^2$.
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Abstract

We demonstrate laser induced ablation and plasma line emission from a metallic target at distances up to 180 m from the laser, using filaments (self-guided propagation structures ~100 µm in diameter and ~5 × 10¹³ W/cm² in intensity) appearing as femtosecond and terawatt laser pulses propagating in air. The remarkable property of filaments to propagate over a long distance independently of the diffraction limit opens the frontier to long range operation of the laser-induced breakdown spectroscopy technique. We call this special configuration of remote laser-induced breakdown spectroscopy “remote filament-induced breakdown spectroscopy”. Our results show main features of filament-induced ablation on the surface of a metallic sample and associated plasma emission. Our experimental data allow us to estimate requirements for the detection system needed for kilometer-range remote filament-induced breakdown spectroscopy experiment. © 2005 Elsevier B.V. All rights reserved.

Keywords: Laser filaments; Remote laser-induced surface ablation; Remote laser-induced breakdown spectroscopy

1. Introduction

Laser-induced breakdown spectroscopy (LIBS) is a laser-based versatile elemental analysis tool which attracts increasing attention today because of broad range of applications [1,2]. The increasing interest in the LIBS techniques is certainly due to their inherent features: atmospheric pressure all-optical excitation and detection, no need for sample preparation, multi-element analytical capability [1–3]. The recent progresses in the fundamentals of the LIBS technique, such as dual-pulse configuration [4] or femtosecond LIBS (Femto-LIBS) [5], and the introduction into the market of new types of spectrometers (multispectrometers [6], or échelle spectrometers [7]), do contribute to the evolution of the LIBS technique toward a more powerful analytical tool, allowing quantitative analysis or complex sample analysis including organic and biological samples [2].

The possibility of remote operation of LIBS is one of the properties which enlarge field of applications of this technique. Remote operation is required when samples to be analysed are difficult to access or located in hazardous areas. Examples would be minerals in a geological site, a chemically or nuclearly polluted industrial or urban site, or simply an edifice with polluted surface. Classical approach using a nanosecond pulsed laser for excitation is limited in range of operation by difficulty to tightly focus exciting laser beam at long distances. Obeying the laws of classical optics, diameter of focus linearly increases with focusing distance as a consequence of the
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diffraction. Remote LIBS measurements performed at distances up to 120 m using nanosecond pulses have been reported by the group of Prof. Laserna in Malaga [8]. However, further increase of operation distance would require exorbitant large laser energy and large focusing optics which would become prohibitive for practical uses. Therefore carrying high laser fluence beyond the limitation of the diffraction to generate strong sparks on a sample at a long distance is a key point for a remote chemical identification and furthermore a remote chemical analysis by LIBS.

In this paper we demonstrate a new approach for long distance remote operation of LIBS technique. This approach is based on use of filaments formed by ultra-short and ultra-intense laser pulses propagating in air. We call this configuration remote filament-induced breakdown spectroscopy (R-FIBS) [9]. Briefly, filaments appear as a result of a dynamic equilibrium between Kerr lens focusing and defocusing on laser-induced micro-plasma. More precisely, due to nonlinear part of the refractive index, a laser pulse with peak power larger than a critical power (several GW in air) undergoes self-focusing and tends to collapse after a certain distance of propagation [10]. However, self-focusing goes into competition with a defocusing effect due to a partial ionization of air once self-focused laser intensity becomes high enough. Experimental observation [11] and theoretical calculation [12] show that a dynamic equilibrium establishes at an intensity of \( \sim 5 \times 10^{13} \text{ W/cm}^2 \) and a free electron density of \( \sim 10^{16} \text{ cm}^{-3} \) in laser-induced plasma [13,14]. Such equilibrium tends to collapse after a certain distance of propagation. In a second detection system, a lens of 50 mm diameter from the oscillator, respectively. Pulses can also be generated from our system, by bypassing the compressor or by removing the injection of a 250 mm focal length aperture Newtonian camera (Princeton Instruments PI-MAX 1024HQ) placed in the focal plane of the spectrometer. The ICCD camera was triggered with a selectable delay with respect to the emission of a laser pulse. This detection system was used for the results presented in Sections 3.1, 3.2, and 3.3.

In a second detection system, a lens of 50 mm diameter and 250 mm focal length was placed in the reciprocal plane of the spectrometer. The ICCD camera was triggered with a selectable delay with respect to the emission of a laser pulse. This detection system was used for the results presented in Sections 3.1, 3.2, and 3.3.

\[ \text{2. Experimental setup} \]

In our experiments, a container-integrated femtosecond terawatt laser system (Teramobile [18] system) was used. A detailed description of the laser system can be found elsewhere [16]. Briefly, a commercial chirped-pulse-amplification (CPA) [19] chain (Thales Laser Company) was integrated in a standard ISO container. The laser chain consisted of an oscillator, a stretcher, a regenerative amplifier, a preamplifier, a main amplifier and a compressor. Operating at a wavelength of 795 nm and a repetition rate of 10 Hz, the chain delivered pulses of up to 350 mJ energy and of 75 fs minimal duration.

The laser beam was sent towards the target collimated with a beam diameter of about 4.5 cm. An initial chirp was applied to laser pulses in order to initiate filaments at a defined distance to the sample. In order to have a precise control of chirp setting, one of the gratings in the compressor was mounted on a motorized linear translation. Initial pulse duration could be set from less than 100 fs to several picoseconds with either positive or negative chirps. Picosecond (~200 ps) or nanosecond (~5 ns) pulses at same energy per pulse as femtosecond pulses can also be generated from our system, by bypassing the compressor or by removing the injection from the oscillator, respectively.

A detection system was located beside the laser in the container. It consisted of a f/4 aperture Newtonian telescope with a primary mirror of 20 cm diameter. Light collected at the focus of the telescope was coupled into an optical fiber bundle. The output f-number of the fiber bundle was matched to the input of a f/8 \((f=500 \text{ mm})\) spectrometer (Chromex 500HS/SM) equipped with a 1200 lines/mm diffraction grating. The detector of an ICCD camera (Princeton Instruments PI-MAX 1024HQ) was placed in the reciprocal plane of the spectrometer. The ICCD camera was triggered with a selectable delay with respect to the emission of a laser pulse. This detection system was used for the results presented in Sections 3.1, 3.2, and 3.3.

In a second detection system, a lens of 50 mm diameter and 250 mm focal length was placed in the reciprocal plane of the spectrometer. The ICCD camera was triggered with a selectable delay with respect to the emission of a laser pulse. This detection system was used for the results presented in Sections 3.1, 3.2, and 3.3.

In a second detection system, a lens of 50 mm diameter and 250 mm focal length was placed in the reciprocal plane of the spectrometer. The ICCD camera was triggered with a selectable delay with respect to the emission of a laser pulse. This detection system was used for the results presented in Sections 3.1, 3.2, and 3.3.
This detection system could be placed near a sample to be able to locally detect plasma line emission. The result presented in Section 3.4 was obtained with this detection system.

3. Experimental results

3.1. Characteristics of filament-induced remote surface ablation on a metallic sample and associated plasma line emission

3.1.1. Remote surface ablation induced by filaments

As laser pulses were sent towards a sample in a parallel beam, ablation on the sample was induced by filaments only. With a pulse energy exceeding several tens of millijoules, multi-filamentation occurs, which denotes breaking up of the beam into a large number of self-guided substructures, carrying about 1 mJ energy in each filament. Multi-filamentation must be distinguished from collapse of a beam as a whole into one single filament. Filaments emerge from hot spots or generally from non-uniformities in the initial beam profile [20]. Fig. 1(a) shows a picture of a typical beam profile with many filaments (about 15 filaments) which appear as bright spots. Fig. 1(b) shows a picture of a copper sample irradiated by both a parallel laser beam containing filaments, and a focused laser beam for comparison. The black spot in the centre is due to a focused beam hitting the sample at a distance of 25 m from the laser. Other grey spots are caused by filaments contained in a parallel beam hitting the sample at a distance of 90 m from the laser. Spots due to filaments exhibit a diameter larger than filament diameter of about 100 μm, that is because of random walks around the mean position of a filament due to turbulent nature of filamentation process [20] and inhomogeneities in air. Such random walks lead to a superficial ablation of the sample even after a long time irradiation. Our previous works [16] (see also Section 3.2 below) show a dependence of the filament starting position on the initial pulse duration. To avoid a filamentation very close to the laser, which leads to weaker filaments at long distance, we applied a negative chirp on the pulse to increase its initial duration. The initial pulse duration for a filamentation at around 90 m is about 400 fs. When a filament starts, the laser pulse undergoes strong spectral and temporal modulations as shown by numerical simulations [21,22]. However, due to extreme high intensity inside of a filament, a direct measurement of pulse profile by the means of autocorrelation for example, is quite difficult.

We have inspected the surface of a copper sample irradiated by filaments with a scanning electron microscope (SEM). A corresponding SEM micrograph is shown in Fig. 2(a). For comparison, an SEM micrograph of a crater made by focused laser pulses is shown in Fig. 2(b). As one can see, the surface ablated by filaments exhibits a regular quasi-periodical ripple structure. The orientation of the ripples is perpendicular to the polarization of incident laser light. In our experiments, laser light was horizontally polarized. Observed ripples are then oriented in the vertical direction. Dominant spatial ripple is a sub-wavelength structure of period about 0.64 μm. In contrast, metal surfaces ablated by focused high-energy femtosecond laser pulses exhibit irregular microscopic structure due to higher fluence deposited on the sample in this configuration.

Similar ripple structures have been also reported for nanosecond pulse surface ablation [23]. According to the theory developed for long pulse duration laser irradiation [24], such patterns are due to interferences between incoming and anisotropically scattered light on surface...
roughness with sub-wavelength dimension. Such interferences result in inhomogeneous energy deposition on the surface. This process involves a feedback mechanism between evolving surface sub-wavelength structure and anisotropic energy deposition which leads to the observed steady-state surface pattern under certain threshold for laser fluence. This model is supported by experimental observations [25–27] such as sensitivity to both wavelength and incident angle, observed ripple period significantly smaller than the incident wavelength, and bifurcations (also visible on our copper sample shown in Fig. 2(a)). Theoretical simulations of femtosecond ablation [28,29] support also the self-organization model. Our observation reported here provides the first evidence of surface ripples induced by femtosecond pulses on a metallic sample.

3.1.2. Filament-induced plasma emission spectra

Emission spectra of plasma induced by femtosecond laser pulses on metal samples in ambient air have been compared to those induced by picosecond or nanosecond pulses of same energy under the same atmospheric conditions. With femtosecond pulses, in focused geometry as well as in collimated ‘filament’ configuration, plasma line emission have been observed on a clean background, free from spectral emission of ambient air species. As shown in Fig. 3(a), in the spectral range between 700 nm and 900 nm, two atomic copper lines are observed without any background lines. In the same spectral range, with picosecond (or nanosecond) pulses additional non-copper lines are observed (Fig. 3(b)). These background lines represent atomic oxygen and atomic nitrogen emission. They are due to diffusive mixing of the expanding hot metal vapour with ambient gas [30] in the nanosecond pulse regime. In the picosecond pulse regime, emission from ambient gas is due to the interaction of the trailing part of the laser pulse with an early stage electron plasma leading to inverse bremsstrahlung heating of the plasm plume [31]. We interpret the absence of background lines in femtosecond pulse induced LIBS spectra as being a consequence of fundamental differences of laser-surface interaction in the different regimes of laser pulse duration. Especially, in the femtosecond regime, produced plasma plume is not enough energetic to excite ambient gas. A spectrum without background lines is highly appreciable for analysis and identification of complex biological samples such as bacteria [32]. Background lines overlapping with emission from sample can induce ambiguity in the analysis.

3.2. Optimizing filaments with a chirped pulse

3.2.1. Control of filament starting position by an initial negative chirp

Filament-induced plasma line emission intensity has been observed to depend critically on an initial chirp
applied to laser pulses. That is because the starting position of filaments can be controlled by an initial chirp [16], and light intensity inside a filament varies as the filament propagates. Fig. 4 shows the result of an acoustic measurement on longitudinal profile of filaments induced by initially compressed 350 mJ femtosecond pulses. As we have shown elsewhere [33,34], measured acoustic signal is proportional to free electron density in the filaments. And via equilibrium between Kerr focusing and plasma defocusing, detected acoustic signal is finally related to light intensity in filaments.

Fig. 4. Acoustic signal versus propagation distance for initially fully compressed pulses. Acoustic signal being proportional to the local peak free electron density is related to the light intensity in the filaments via the condition of equilibrium between Kerr focusing and plasma defocusing. Distance is measured relative to the output window of the container.

From the result shown in Fig. 4, we can consider the development of filaments in three steps: onset of the filaments where the intensity increases, saturation of the filaments where the intensity reaches a maximum and remains constant, and finally damping of the filaments where the intensity decreases gradually. For initially compressed pulses, filaments build up quickly after travelling a short distance from the output of the laser, and reach the saturation at a distance of about 3.5 m from the window of the container. At a distance of about 12.5 the filament intensity starts to decrease. At a distance of about 40 m, free electron density falls down to a 10th of its maximal value.

In a remote LIBS experiment, for a certain distance between the laser and the sample, it is desirable to have the filaments hitting the target in their most intense phase. Imposing a negative chirp (“blue” first) on initial laser pulses is a suitable means for achieving a control of filamentation [16]. An initial negative chirp has in fact two effects: (1) it leads to a larger pulse duration and lower pulse peak power. This reduces initial Kerr-focusing and delays the onset of filamentation. (2) It pre-compensates the GVD of air. The negatively chirped pulse gets recompressed by the positive GVD of air, i.e. its peak power increases during propagation through air, in turn leading to increased Kerr focusing. The interplay of both effects allows prolonging the starting position of filaments to a long distance near the target.

3.2.2. Optimization of plasma line emission by an initial negative chirp

In Fig. 5, intensity of remotely detected line emission from filament-induced copper plasma is plotted versus initial duration of negatively chirped laser pulses for three different distances between the laser and the sample. We arbitrarily normalize the maximal intensities at different distances in order to focus attention on effects of the initial pulse duration due to a negative chirp for a given sample distance.

In Fig. 5, dashed parabolas do not represent theoretical fitting curves, but are intended to guide the eye. As can be seen in the figure, line emission intensity for different distance peaks at specific pulse durations corresponding to specific negative chirps. The larger the sample distance is, the longer is the initial pulse duration which optimizes plasma emission, that corresponds to the fact that a larger
negative chirp leads to a longer filament starting distance. The following observations are common to optimum chirp settings at different distances: (a) onset of filamentation could be observed about 7 m before the sample, which corresponds well to what is indicated by the acoustic measurement (Fig. 4). Corresponding to this, (b) the filaments strong enough to ablate material from the sample were accompanied by bright white light spots on the sample, which are due to supercontinuum generated in the filaments before they hit the sample. (c) Ablating filaments could be identified by the clicking noise caused by shockwaves in consequence of ablations. Intense plasma line emission was expected when a high percentage of the filaments incident on the target were such strong ablating filaments.

The observed chirp dependence of LIBS signal can be explained by the dynamic nature of the process of multi-filamentation. During the life cycle of a filament, the peak intensity in its core can vary considerably, as shown by our acoustic measurement. Our experiments show that for a given sample distance, a suitable initial chirp allows a maximal plasma emission from the sample. They also confirm that the range of initial pulse durations which allows optimizing plasma emission becomes larger for a longer sample distance.

3.3. Filament-induced plasma emission as a function of sample distance

As discussed in the preceding paragraph, it is possible with an increasing negative chirp, to initiate filaments several meters before a sample is placed at an increasing distance. This procedure ensures a constant fluence contained in the filaments on a sample independently on its distance from the laser, provided that filaments are properly set to be initiated in the front of the sample. For a fixed detection system located nearby the laser, one expects a decrease of the detected signal due to geometrical factor $1/R^2$, where $R$ denotes sample distance (or range of detection).

In Fig. 6 range-corrected plasma spectra from copper are shown for three different sample distances. These spectra
have been acquired with an integration time of 100 s. Spectra have been multiplied by a factor of $R^2$ to compensate for the geometrical decrease. As it can be seen from the figure, range-corrected spectra have the same intensity for 37 m, 62 m and 90 m. This result demonstrates clearly that the number of initially emitted photons from the plasma is independent on the distance between laser and sample. This holds at least for a distance up to 90 m, which was limited by the available experimental space. Due to $1/R^2$ decrease of the number of collected photons, signal to noise ratio (SNR) decreases as sample distance increases. Assuming the number of photons emitted by plasma is the same at even longer distances, extrapolation of the spectra in Fig. 6 leads to an estimated maximal sample distance of 150 m for the used detection system, where the SNR reaches the value 1.

3.4. Filament-induced remote ablation at a distance of 180 m

In order to investigate the capability of filaments to generate plasma at distances exceeding the estimated limit of 150 m imposed by the used detection system, an aluminum sample was positioned at a distance of 180 m from the laser. Due to limitations inherent to the new target location (in an office at the fifth floor of a building), the second detection system was used to detect plasma emission near the sample.

The aluminum sample was irradiated by filaments. We optimized ablation by varying initial chirp. The supercontinuum generated in filaments by self-phase modulation being enough weak in the blue-UV region, plasma line emission from the aluminum sample at 394.4 nm and 396.1 nm could be detected without temporally gating the detection system. Elastic scattering of the supercontinuum from the sample was used to trigger a digital oscilloscope connected to the output of the PM. The wavelength transmitted by the spectrometer was scanned in steps of 1 nm in the region of the two strong atomic aluminum emission lines around 395 nm. The transient PM signals were averaged over 100 shots for each wavelength. Two representative transient signals are shown in Fig. 7, one corresponding to on-resonance setting of the spectrometer, and the second off-resonance spectrometer setting. The off-resonance curve represents elastically scattered supercontinuum. On the on-resonance curve, plasma line emission appears with a lifetime of about 130 ns. This decay time is much shorter than microsecond decay times that we observed with focused pulses (femtosecond, picosecond or nanosecond duration) at shorter distances [5].

4. Discussion: towards the kilometer-range LIBS

Our results show that remote ablation can be induced by filaments at long distances. This opens the way to kilometer-range LIBS. In this section, we provide a parameter estimation for detection system required for the detection of plasma emission induced by filaments on a metallic sample placed at 1 km from the laser. Here we assume that filaments can be induced at distances of the order of 1 km, which is supported by experimental observations [17,35] and theoretical calculations [36].

The detection system used in present experiments (telescope, spectrometer, and ICCD camera) offers good spectral resolution and ease of use at the cost of low light throughput. The major bottlenecks are represented by the fiber bundle and the spectrometer itself. The fiber bundle unavoidably introduces Fresnel (reflection) losses and damping (transmission losses), which lead to a net transmittance of the fiber bundle of 55% around 520 nm (manufacturer data). Including the necessary $f$-number matching of the fiber output, light passing through the Czerny–Turner spectrometer suffers a total of five reflections from aluminum coated mirrors. Consequently, at wavelengths under consideration, the transmittance of the sequence of optical elements before the detector is at best 14%, including the spectral efficiency of the diffraction grating and assuming optimum coupling into the fiber bundle.

From the filament-induced plasma copper spectrum acquired from 90 m distance, one can estimate average number of photons originating from the copper 521.8 nm line and reaching the detector after each laser shot. This has been done by integrating the background-removed ICCD counts which can be attributed to this emission line, and by taking into account the spectral efficiency of the ICCD photocathode and the gain of the intensifier. Such estimation leads to an average of 19 photons reaching the detector at each laser shot. As it was mentioned before, such a small number of detected per-shot photons are due to the low transmittance of the used detection system.

For longer operation ranges, a dedicated detection system offering high light collection efficiency has to be designed.
Besides increasing the transmittance of the spectrometer, the aperture of the telescope has also to be increased. We propose an integrated combination of a Cassegrainian reflector telescope, a flat-field spectrograph and an ICCD detector. Compared to Newtonian design, folded Cassegrainian design offers compactness and a location of the focal plane situated behind the primary mirror, more convenient for attaching further instrumentation. A flat-field spectrograph has a flat-field imaging grating as its single optical element, which reduces the number of optical elements to a minimum and allows transmittance of the spectrometer to be practically given by grating reflectivity. A flat-field imaging grating is a holographically structured concave grating with modulated non-uniform line spacing allowing the spectrum to be imaged on a plane (i.e. the ICCD) instead on an are on Rowland’s circle. Such a design requires a telescope of far better imaging quality and pointing stability than the approach utilizing a fiber bundle.

High throughput is essentially achieved by reducing number of reflections, i.e. by keeping light path as direct as possible. However, that allows more direct paths for stray light as well. A challenge is to keep the rejection rate of stray light comparable to that of the present setup in order to finally improve the overall SNR. In this condition and assuming a realistic transmittance of 50% for the discussed telescope–spectrometer combination, the SNR can be increased from 1 to 3.57 (50:14%) for a sample distance of 150 m with the same ICCD detector as used in the present experiments. A larger primary mirror with diameter of 70 cm can be used to further increase the solid angle of the detection system by a factor of \((70/20)^2 = 12.25\). That would lead to a theoretical SNR of \(\sim 46 (12.25 \times 3.57)\) for a sample distance of 150 m. It means that copper line emission from filament-generated plasma would be detectable with a SNR of 1 at a distance of \(\sim 1000 \text{ m} (150 \text{ m} \times \sqrt{46})\) with an integration time comparable to that used in the present experiments.

Another approach to dramatically increase the sensitivity of the detection system with relatively small telescope (primary mirror diameter 40 cm for example) consists of the use of a single element detector such as a photomultiplier tube (PMT) coupled to a monochromator. This setup is actually similar to a LIDAR [37] detection with a well-known high sensitivity allowing an easy access to a multiple kilometer detection range. Our observation on transient plasma emission at a distance of 180 m from the laser demonstrates that due to low supercontinuum emission in the near UV range (especially interesting for LIBS), plasma emission can be detected by a PMT without any optical or electronic gating. Even though the low spectral resolution of PMT detection could limit analytical capability in this configuration, an elemental identification could be carried out with a compact detection system over a distance as far as filaments can propagate. In this case, the detection would not be the limiting factor for a long-range kilometer LIBS elemental identification.

5. Conclusion

We have demonstrated ablation of the surface of a metallic target placed at a distance up to 180 m using filaments induced by high intensity femtosecond pulses propagating in air. A quasi-periodical grating like ripple structure has been observed on the surface irradiated by filaments. Spatial period of the ripples is estimated to be 0.64 \(\mu\text{m}\). Our observation provides the evidence of ripple structure on metallic sample induced by ultra-short laser pulses. The detection of plasma emission from the target corresponds to remote filament-induced breakdown spectroscopy, that we call R-FIBS. A remarkable property of a LIBS spectrum induced by femtosecond pulse is the absence of emission from ambient air, which is particularly interesting in case of analysis of a complex sample by the method of spectral correlation. For an increasing distance between the laser and the target, we have demonstrated that a properly increasing negative chirp leads to a constant plasma emission from the target, which means that for a detection system located nearby the laser system, LIBS signal only decreases as \(1/R^2\), where \(R\) is the distance between the laser and the target. Finally, a parameter estimation based on our experimental data at 90 m shows that kilometer-range R-FIBS operation would be possible with an improved high-throughput spectrometer coupled to a telescope with a primary mirror of 70 cm diameter and an ICCD camera. Furthermore, a LIDAR type detection system including a monochromator and a PMT would allow a R-FIBS elemental identification over a very long distance, as far as filaments propagate in the atmosphere, with a detection system based on a compact telescope.
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**Propagation of fs TW laser filaments in adverse atmospheric conditions**

1 Introduction

Femtosecond (fs) laser pulses can propagate in air as self-guided filaments [1] as soon as the beam power exceeds a so-called critical power $P_{\text{cr}} \sim \lambda^2/(2\pi n_0 n_2)$ (e.g., $P_{\text{cr}} = 3.37 \lambda^2/(8\pi n_0 n_2)$ for a Gaussian beam) [2]. In air, with a refractive index $n_0 \sim 1$ and a non-linear refractive index $n_2 = 3 \times 10^{-23} \text{m}^2/\text{W}$, $P_{\text{cr}} = 3 \text{GW}$ at a wavelength $\lambda = 800 \text{nm}$. Under these conditions, Kerr-lens self-focusing overcomes diffraction, so that one or several filaments are formed and propagate with a typical diameter of 100 μm over distances much longer than the Rayleigh length, up to several hundreds of meters [3]. Filaments have been observed at distances up to several kilometers [4–6]. The intensity within the filaments is in the order of $10^{14} \text{W/cm}^2$ [7, 8], allowing self-phase modulation and generation of a broadband white-light continuum spanning from ultraviolet [9] to the mid infrared [10]. Ionization of the air [11–16] in the filaments crucially contributes to their self-guiding as it allows a dynamic balance with the Kerr effect.

These properties of filaments open exciting perspectives for atmospheric applications [17], such as white-light lidar (light detection and ranging) [4, 18–20], high-voltage discharge switching and guiding or even laser lightning control based on continuous air ionization [21–23], optical telecommunications, or laser-induced breakdown spectroscopy for remote elemental analysis based on the remote delivery of high intensities [24]. Large-scale outdoor applications in turn raise interest for a full characterization of the filament propagation in real atmospheric conditions, including the low-pressure conditions encountered at high altitudes. The influence of the gas pressure has been investigated on the laboratory scale in several media, especially in rare gases [25–29] and air [30]. Pressure variations induce proportional changes in the group-velocity dispersion (GVD), the non-linear refractive index, and the molecule density available for ionization. Besides this, atmospheric pressure influences the processes of plasma formation and laser–plasma interaction in an essentially non-linear way, mainly by affecting collisional absorption efficiency [31]. On the laboratory scale, pressure mainly affects the relative ionization level, and hence the intensity, within the filaments. However, up to now, little work has been dedicated to the influence of low pressure or pressure gradients [4] at longer scales, although interesting processes like full-beam refocusing have been predicted by some theoretical calculations [32]. Besides effects of reduced pressure, a realistic model for the real-scale propagation of filaments in the atmosphere must take into account the influence of water droplets (i.e., haze, clouds, or rain) on the non-linear propagation of high-power laser pulses. It has recently been shown that single [33–35] and multiple [36] filaments can survive their interaction with dense clouds or fog. However, the possibility of initiating filaments in the
rain itself, rather than propagating pre-formed filaments in a subsequent cloud, has never been demonstrated to date. Moreover, previous experiments have been performed on synthetic rain, which could result in a biased droplet-size distribution.

In this paper, we characterize the multifilamenting propagation of a fs terawatt (TW) laser beam in adverse conditions at high altitude. In particular, we show that the reduced pressure reduces the filament number without qualitatively affecting the filamentation process, and that filaments can actually be generated and propagated in natural rain.

2 Experimental setup

The laser source used in the experiments was the Teramobile mobile femtosecond terawatt laser system [37]. This system allows outdoor experiments under virtually any atmospheric conditions, as was required for measurements over an extended period of two months under various meteorological conditions at a high-altitude location. The Teramobile delivers 280-mJ pulses centered at 800 nm, with a repetition rate of 10 Hz. The beam is emitted parallel or slightly focused, with an initial beam diameter of 3 cm. The minimum pulse duration was 150 fs, although a chirp can be applied to the pulses in order to precompensate for GVD in air, resulting in initial pulse durations up to 1.5 ps. In that case, the pulses are refocused temporally by GVD after a given propagation distance [38].

The Teramobile beam was propagated horizontally over 325 m on the Magdalena Mountain ridge (New Mexico, 3230-m altitude above sea level). The standard pressure at this altitude is 0.67 atm, i.e., \(6.8 \times 10^4\) Pa. The laser beam propagation was characterized by recording beam profiles. They were acquired by taking photographs of the beam on a screen using a digital camera. The exposure time of 1/8 s was chosen to assure that each picture corresponds to a single-shot picture. Images have been taken over both the whole spectrum, with high sensitivity to the white-light continuum and to the conical emission, and in the infrared (fundamental) region of the spectrum, yielding a good approximation of the beam profile at the considered distance, as demonstrated in Ref. [39]. The occurrence of filaments at a given distance was also characterized by single-shot burns on impact paper (Kodak Linagraph, 1895). The darkening of the photosensitive paper yields the intensity profile, while ablation craters in the center of a hot spot characterize a plasma string.

3 Results and discussion

3.1 Propagation at reduced pressure

Figure 1 shows beam profiles after propagation over 1 to 30 m. These profiles are qualitatively similar to equivalent profiles acquired at sea level [6, 39]. More specifically, high-intensity ‘fork’ structures appear within the beam profile, and filaments are later generated on these intensity ridges.

The position of the filament onset \(z_f\) provides a good characterization of the first phase of filamentation, namely the self-focusing (Kerr) region. It is given by the Marburger formula [2]

\[
\frac{1}{z_f(P)} = \frac{1}{R} \pm \frac{\sqrt{(\sqrt{P/P_{	ext{crit}}} - 0.852)^2 - 0.0219}}{0.367ka^2},
\]

where \(R\) is the initial wavefront curvature (in our case, \(R = f \sim 50\) m), \(P\) is the laser power, \(k\) is the wave number, and \(a\) is the radius of the beam, defined as the half width at \(e^{-1/2}\).

In the self-focusing region, the propagation is governed by Kerr self-focusing and hence by the non-linear refractive index \(n_2\) of the air, which is proportional to the pressure [40]. Therefore, the critical power is inversely proportional to the air pressure, and \(z_f\) is strongly affected in the low-power regime, when \(P \sim P_{\text{crit}}\). However, the asymptotic behavior of Eq. (1) for high powers \((P \gg P_{\text{crit}})\) leads to a square-root pressure dependence so that, in our experiment, a 30% reduction in the atmospheric pressure only results in 15% shortening of \(z_f\). Such an estimation cannot be compared with the experimental data (see Fig. 2), due to the limited range resolution (5 m). However, the reduced pressure does not significantly affect the filamentation length. The length observed in Fig. 2 is comparable with measurements performed under similar conditions close to sea level (155-m altitude), suggesting that the loss due to the multiphoton ionization of air is not significantly different from its value at sea level. [6]

Another key parameter is the number of filaments. A multifilamenting beam breaks up into cells containing several
(typically 1 to 10) critical powers [36]. Hence, the number of filaments is inversely proportional to \( P_{cr} \), and therefore proportional to the pressure. Figure 3 correlates the filament numbers observed at 0.67-atm air pressure with those observed under similar conditions (2.5 TW, 150 fs) at sea level (Lyon, France, 170-m altitude) [36], for several propagation distances. Here, filaments have been identified as localized, high-intensity hot spots in the beam profiles. To compare filament numbers at similar stages of filamentation, the data are plotted as a function of the reduced propagation distance \( z = z/\sqrt{p/p_0} = z_{cr}/z_{cr}(p_0) \), where \( z \) is the propagation distance and \( p \) the atmospheric pressure, and the 0 subscript corresponds to the standard atmospheric pressure. The square root of \( p \) stems from the asymptotic behavior of Eq. (1). A fairly good proportionality is observed between the filament numbers at 1 and 0.67 atm, and the average reduction of the filament number (32%) corresponds to the pressure reduction and hence to the drop in the critical power. It indeed shows that the beam breaks up into cells containing some \( P_{cr} \) each [36].

We further investigated the influence of power on the filament number by varying the chirp and observing the beam profile on photographic paper [6]. Figure 2 displays the number of plasma strings (filaments) as a function of the propagation distance for various pulse durations. The lower peak power of longer pulses results in a farther filamentation onset (i.e. closer to the geometrical focus, \( z \sim 50 \text{ m} \)). A stronger chirp also results in fewer plasma channels, but over a longer filamentation range. Filaments could be observed up to 325-m distance for chirps corresponding to \( \sim 1.5\sim 1.8\text{-ps pulse length.} \)

The present observation of filamentation at a high altitude confirms a recent observation of filamentation in air at pressures as low as 0.2 atm, corresponding to an altitude over 11 km [30]. Moreover, our results extend this observation to the high-power, multifilamentation regime over several hundreds of meters. The fact that the filaments themselves are not qualitatively affected shows that the expected slightly lower free electron density in the plasma channels, due to the lower air-molecule density, does not have a significant effect.

3.2 Filament generation in rain

Besides reduced pressure at high altitudes, the filamentation under real atmospheric conditions includes the propagation in water clouds and rain. The interaction of a fs TW laser beam with rain was investigated by propagating the strongly chirped Teramobile beam over 150 m in drizzle consisting of small (< 0.5 mm) droplets with a rain flow of several mm per hour. The estimated visibility was 150 m, i.e. an extinction coefficient of 6.6 km\(^{-1}\) or 37% transmission over 150 m. In the cloud, the estimated droplet density is \( 1.7 \times 10^7 \text{ m}^{-3} \) so that the 3-cm beam hits approximately one droplet for every cm propagation. Contrary to previous experiments [33, 36], where previously formed filaments interacted with a synthetic cloud, in the present experiment the whole beam interacted with water droplets, even before the filaments were initiated.

Figure 4 compares impacts on photosensitive paper at 75-m distance with and without rain. Filaments are clearly identified as intense spots on the impact paper, with ablation of the paper in their center. This provides evidence for the ability of the filaments to form in rain. The comparison between both images shows that filamentation was not perturbed by the rain, even at reduced pressure, i.e. under conditions of weaker Kerr effect. Further propagation of the filamentation process in rain was also observed up to 150 m (Fig. 5). Therefore, rain does not prevent the filaments from being generated in the propagation of ultra-short, high-power laser pulses. Since the beam used in our experiments is much above the critical power, the losses induced by the
scattering on the water droplets in the self-focusing (prefilamentation) region are not sufficient to prevent the self-focusing process. Moreover, one can expect that diffraction on water droplets deforms the beam profile and could generate local transverse intensity gradients. Since the self-focusing action of the Kerr effect is due to such gradients, the local intensity dips caused by the droplets could even provide nucleation centers for self-focusing and filamentation. Our observation shows that this possible positive contribution to filamentation roughly balances that of the power losses by diffraction. Once the filamentation is established, the survival of the filaments can be understood by the continuous feeding by the photon bath, as on the laboratory scale [33–35]. Filaments can therefore form and propagate in spite of rain.

4 Conclusion

As a conclusion, we have presented the first experimental data about the propagation of high-power ultrashort laser pulses at reduced pressure over atmospheric scale distances. Lower pressures result in fewer filaments forming at longer distances, but without qualitatively affecting the filamentation process. Moreover, the reduced Kerr effect at high altitude does not prevent filamentation from being initiated and propagating in natural rain. The limited perturbation of both altitude and rain on filamentation is favorable for real-scale applications, which require actual filamentation at remote distances and/or high altitudes or vertical propagation in the case of atmospheric profiling, in clear atmosphere as well as under adverse weather.
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The influence of atmospheric aerosols on the filamentation patterns created by TW laser beams over 10 m propagation scales is investigated, both experimentally and numerically. From the experimental point of view, it is shown that dense fogs dissipate quasi-linearly the energy in the beam envelope and diminish the number of filaments in proportion. This number is strongly dependent on the power content of the beam. The power per filament is evaluated to about 5 critical powers for self-focusing in air. From the theoretical point of view, numerical computations confirm that a dense fog composed of micrometric droplets acts like a linear dissipator of the wave envelope. Beams subject to linear damping or to collisions with randomly-distributed opaque droplets are compared.
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I. INTRODUCTION

High-power, ultrashort (femtosecond) laser pulses can propagate in air within a self-guided mode. This regime is often referred to as “filamentation” [1]. It requires that the beam power exceeds a critical power $P_{cr}=3.7\lambda_0^2/8n_2\gamma$, where $n_2$ denotes the nonlinear Kerr index coefficient of dioxygen molecules and $\lambda_0$ the central laser wavelength ($P_{cr}=3$ GW at $\lambda_0=800$ nm with $n_2\approx3\times10^{-19}$ cm$^2$/W). This condition allows Kerr-lens self-focusing to overcome diffraction. For beam powers widely above $P_{cr}$, several filaments with about 150 μm in diameter, forming localized structures inside the transverse beam pattern, are nucleated and can propagate over distances much longer than the Rayleigh length, from several hundreds of meters [2] up to the kilometer range [3,4]. Their very high, quasiconstant intensity lying in the order of $10^{14}$ W/cm$^2$ [5,6] allows efficient self-phase modulation and generation of a broadband white-light continuum spanning from the ultraviolet [7] to the mid-infrared [8]. Ionization of air molecules [2,9–12] in the vicinity of the filaments crucially contributes to their self-guiding, as the resulting electron plasma defocuses the pulse and keeps up a dynamic balance with the Kerr focusing response of the medium.

The main properties of the filaments (white-light generation, air conductivity, and high intensities at remote distances) open exciting ways for atmospheric applications [13]. The broad white-light continuum allows to extend the Lidar (light detection and ranging) technique with nonlinear and multispectral measurements [3,14–16]. The continuously ionized plasma channels generated in the filaments are also suitable for high-voltage discharge switching and guiding, opening the perspective for laser lightning control [17–20]. Finally, the ability of filaments to deliver high intensities at long distances permits remote elemental analysis by laser-induced breakdown spectroscopy techniques [21].

The above open-field applications stimulate the need for a better knowledge of the filament propagation in perturbed atmospheres, such as adverse weather, and especially through clouds and rain. Recent results on laboratory scales, both experimental [22] and theoretical [23,24], have shown that single filaments can survive their interaction with obscurants of diameters up to $\sim100$ μm, comparable with the filament size. They have also shown that the filamentation of a GW beam can survive the transmission through a cloud with an optical thickness as high as 3, corresponding to 5% transmission. Filament robustness is due to the refocusing of some beam components that are kept untouched after the collision and whose power remains above critical. These components again self-focus onto the beam axis and replenish the filament within a few cm. In connection with this aspect, the role of elastic losses inside the overall beam envelope (i.e., the whole focal spot playing the role of an “energy reservoir” or “photon bath” for the enclosed filaments) is crucial for maintaining the filamentary dynamics over longer distances. In Refs. [25,26], high-power beams were shown to freely propagate through long-range clusters of filaments (so-called “optical pillars”) created from the initial fluctuations of the beam. Such clusters are capable of covering several tens of meters, while their constituent filaments appear and disappear recurrently over $\sim1$ m by exchanging energy with the surrounding photon bath, in agreement with the scenario proposed in Ref. [27]. In the presence of water droplets, the survival of multiple filaments has been observed qualitatively. The propagation through 5 m of a water cloud with 0.3 droplets/cm$^2$ having a mean diameter of 0.5 mm reduces only slightly the efficiency of a $\sim1.5$ TW beam to trigger and guide high-voltage discharges [20]. However, neither systematic experimental data nor numerical simula-
sections are available to date concerning the multifilamentation of TW-class beams propagating in clouds or rain over propagation scales relevant for atmospheric applications.

In this work, we investigate for the first time the influence of a 10 m long fog on multifilamenting TW beams that propagate upon 50 m. Section II presents the experimental setup and main observations. Section III is devoted to numerical computations performed in this field.

II. EXPERIMENTAL RESULTS

A. Experimental setup

The experiments were conducted with the mobile femtosecond-Terawatt “Teramobile” laser system [28], allowing for outdoor experiments under any weather condition. The Teramobile produces 220 mJ pulses at 10 Hz repetition rate, centered at 800 nm. The beam is emitted in collimated geometry, with an initial diameter of 3 cm. The minimum pulse duration is 80 fs, although a chirp enlarging it up to 1 ps can be applied, in order to precompensate for group velocity dispersion (GVD) in air. In that case, the pulses are refocused temporally after a given propagation distance [29,30].

The Teramobile beam was propagated horizontally at the sea level (Lyon, 170 m altitude). After 40 m of free propagation, it hit a synthetic fog of water droplets produced in an open cloud chamber, already depicted in Ref. [16]. The initial laser chirp was adjusted, so that filamentation began shortly before the beam enters the cloud. This corresponds to an initial pulse duration of 600 fs. Then, the filaments propagated over 10 meters through a quasihomogeneous cloud. The cloud density was estimated by measuring the elastic transmission of a low-power He:Ne laser. Its droplet size distribution was centered at 1 μm radius (i.e., much smaller than the filament size), as monitored by using an optical sizer (Grimm model G 1-108).

Propagation in cloudy atmosphere was characterized by recording beam profiles. These were acquired by taking photographs of the beam imaged on a screen, using a digital camera. The exposure time of 1/8 s was chosen to assure that each picture corresponds to a single-shot picture. Images have been taken both over the whole spectrum, with high sensitivity to the white-light continuum and to the conical emission, and in the infrared (fundamental) region of the spectrum, yielding a good approximation of the beam profile at the considered distance, as demonstrated in Refs. [25,26].

B. Results and discussion

In a first series of experiments, we analyzed the beam pattern at the exit of the cloud chamber for high droplet densities (not shown here). The minimal input power required for observing transmission of light by one filament at the chamber exit was about 28 GW, i.e., close to 9Pcr. At higher powers, filaments were clearly transmitted through the cloud and the transmitted beam energy lied above 25 mJ (power ~45 GW). For a cloud length of 10 m crossed by pulses with 220 mJ incident energy, this corresponds to 12% transmission, i.e., a dense fog with an extinction coefficient of ε ~0.21 m⁻¹. Thus, filamentation can survive the propagation in a fog over a distance comparable with the fog visibility. In the cloud, the droplet density is N = 6.7 × 10⁴ cm⁻³, so that the photon mean free path (MFP) is about 5 m. Here, MFP is the average longitudinal length L_M, along which an optical object of radius r will collide a droplet of radius R. L_M = 1/(πr²R). For an optical ray, we have r = 0, so that L_M = 5 m guarantees a weak interaction of photons with droplets. In contrast, a femtosecond filament with radius r ~ 100 μm has a MFP of only ∼0.5 mm, so that one individual filament hits about 2000 particles per meter of propagation. This may possibly induce substantial damage on the filamentary structure. However, the droplet radius (1 μm) is typically 100 times smaller than the filament size. Since much larger droplets are not sufficient to block the filaments [22–24], these may not be destroyed by the cloud used in our experiment, as long as droplets have a small enough mean size. With that condition, the cloud influence can be expected to occur mainly through the energy losses escaping from the overall beam envelope.

We investigated this effect with a second series of experiments by recording beam profiles at the exit of the cloud chamber for two incident laser energies, both in the free propagation regime and with the synthetic cloud with 50% transmission. This higher transmission corresponds to an extinction coefficient of ε = 0.07 m⁻¹, i.e., to a droplet density of 2.2 × 10³ cm⁻³ and a photon MFP of 14 m. As shown in Fig. 1, the transmitted beam energy strongly influences the spatial distribution of filaments, and especially their number. The filamentation patterns for close transmitted energies (90 mJ [Fig. 1(c)], and 220 mJ with 50% attenuation, i.e., 110 mJ transmitted energy [Fig. 1(b)]) indeed look similar, with most of the filaments located on a ring at the edge of the beam profile, and several of them arising inside this ring. Only a few filamentary sites have disappeared along the optical path through the fog [see Figs. 1(a)–1(d)]. The number of filaments decreases accordingly with the power left at the output of the cloud chamber. This shows that the cloud globally acts like a power attenuator on the beam as a whole. It promotes elastic extinction of the “photon bath” and its embedded filaments.

To confirm this finding, we investigated the dependency of the transmitted power on the number of filaments. It is
TABLE I. Average filament number vs input beam power after 50 m of propagation, thereof 10 m in free or foggy atmospheres.

<table>
<thead>
<tr>
<th>Propagation</th>
<th>Filament No.</th>
<th>Free</th>
<th>Fog</th>
<th>Free</th>
<th>Fog</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_{in}/P_{cr}</td>
<td>123</td>
<td>24</td>
<td>13</td>
<td>11</td>
<td>6</td>
</tr>
</tbody>
</table>

Generally known that beams highly exceeding the critical power for self-focusing break up into many self-focusing cells, each containing several critical powers. Typically, the modulational instability theory predicts that about 3P_{cr} is engaged in each cell [31], which holds as long as a single filament experiences the surrounding background field as a uniform plane wave. For each experimental condition of Fig. 1, the filament number has been averaged over four to seven recorded profiles. Results have been summarized in Table I. Assuming weak absorption caused by plasma generation [27], the beam power transmitted over 50 m of free propagation is almost constant, whereas that crossing the cloud filament experiences the surrounding background field as a uniform plane wave. For each experimental condition of Fig. 1, the filament number has been averaged over four to seven recorded profiles. Results have been summarized in Table I. Assuming weak absorption caused by plasma generation [27], the beam power transmitted over 50 m of free propagation is almost constant, whereas that crossing the cloud is in the order of 500 fs, thus doubling the effective pulse duration. The effect would be even stronger in the case of shorter incident pulses. This semiqualitative argument indicates that the cloud affects the filamentation by reducing the laser power together with the beam energy.

III. NUMERICAL ANALYSIS

The extinction of filaments through a dense cloud is now numerically investigated. Our physical model, which captures the essential features of long-distance propagation in air, has been described in Refs. [25,26]. Originally derived in (3+1) dimensions, it consists of an extended nonlinear Schrödinger equation for the laser electric field envelope E, coupled with a Drude model describing the growth of free electron density. These equations apply to pulses moving in air, characterized by a beam waist w_0, half-width duration t_p, and central wave number k_0=2\pi/\lambda_0. They include effects of transverse diffraction, self-focusing, stimulated Raman scattering, plasma gain and losses that are mainly induced by multiphoton ionization (MPI) of dioxygen molecules.

Because experiments involve broad beams with cm waists, direct simulations in (3+1)-dimensional geometry are costly in computation time and require Terabyte storage systems when propagating the entire pulse over several tens of meters. Moreover, simulating collisions with micrometer droplets become even impossible to deal with, since the requested spatial resolution should typically access the tenth of micron for a numerical box close to 6 \times 6 cm^2. Therefore, the present issue will be addressed in the framework of a reduced (2+1)-dimensional model, which freezes the temporal dependencies of E. After substituting the ansatz E(x,y,z,t)=\psi(x,y,z)\times e^{-[(t-t_c)/\tau_0]^2} whose temporal extent, T=t_p/10, is assumed constant in the filamentation regime, the model equations are averaged in time following the analytical procedure described in Ref. [25], in order to establish the equation for the spatial envelope \psi as

$$\frac{\partial \psi}{\partial z} = \frac{i}{2k_0} \nabla^2 \psi + i\alpha k_0 n_2 |\psi|^2 \psi - i k_0 n_t |\psi|^4 \psi - i \gamma |\psi|^2 K \psi$$

$$-\frac{\beta(K)}{2\sqrt{K}} |\psi|^2 K^{-2} \psi - \frac{\epsilon}{2} \psi,$$

with \alpha=1/\sqrt{8+D/4\tau_K}, \gamma=k_0\sigma_K n_{0\perp} \frac{\sqrt{\pi/8\nu K} T}{2} and

$$D = \int_{-\infty}^{\infty} e^{(T^2/8\tau_K)^2-(u/\tau_K)^2-(2u^2/\nu)} \left[ \text{erf} \left( \frac{\sqrt{2} u}{T} - \frac{T}{\sqrt{8} \tau_K} \right) + 1 \right] du.$$

The function D depends on the relaxation time (\tau_K=70 fs) of the Raman-delayed Kerr response and it takes the value of 44 fs (resulting \alpha=0.51) for a temporal duration of t_p \approx 510 fs [full width at half-maximum (FWHM) 600 fs]. The other coefficients of Eq. (1) involve parameters appropriate to air, namely, the neutral density of dioxygen molecules n_{0\perp}=5.4 \times 10^{18} cm^{-3}, the critical plasma density at

![Figure 2. Dependence of the transmitted power (P_{trans}) on the filament number for free or humid propagation [P_{cr}=3 GW].](image-url)
800 nm, $\rho_e \approx 1.8 \times 10^{21}$ cm$^{-3}$, the multiphoton absorption (MPA) coefficient $\beta^K \approx 3.1 \times 10^{-98}$ cm$^{2}$K$^{-3}$/W$^{K-1}$, the MPI rate $\sigma_K \approx 2.9 \times 10^{-99}$ s$^{-1}$ cm$^{2}$/W$^{K}$ and number of photons $K=8$. For completeness, quintic susceptibility has been introduced with weak coefficient $n_q = 2.5 \times 10^{-33}$ cm$^4$/W$^2$, which was justified by recent studies [32,33]. The damping term with coefficient $\epsilon$ (in m$^{-1}$) describes the linear extinction of power in a beam propagating through the cloud chamber. We recall that Eq. (1) restores quantitative features in the long-range evolution of TW filamentation patterns issued from realistic broad beams [25,26]. It is, however, constrained to the approximation limiting the temporal pulse profile to one narrow time slice ($T=0.1 f_p$) and cannot account for, e.g., the variations of the nonlinear focus caused by the introduction of a temporally chirped phase [30].

A. Filament decay by linear damping and random collisions with obscurants

We examine the changes occurring in filamentation patterns caused either by a linear damping or by collisions with droplets randomly distributed in the $(x,y)$ plane. Such collisions are currently modeled by means of the Mie theory [34] for light scattering by spheres. Since Mie scattering is almost independent of the optical properties of the scatterers, it is possible to model droplets by opaque screens of suitable size in the simulations. This property was exploited in Ref. [24], where droplets were numerically designed as a circular amplitude mask with radius $R$ and maximum opacity (zero transmission) at their center $(x_0,y_0)$. This modeling provides good results for the interaction of one filament with a single droplet. For example, simulations proved that a single filament self-heals over only 2 cm of propagation with an energy loss limited to around 10%, which agrees with the experimental observations of Ref. [22]. This property, however, does not guarantee that many filaments can survive sharp interactions with thousands of small obscurants placed upon a long optical path.

To address this point, we first integrate Eq. (1) for a mm-waisted Gaussian beam ($w_0=2$ mm) having a FWHM duration of 600 fs and $\sim 110$ critical powers perturbed by a 20% random noise. On the one hand, we let the beam propagate freely over 1 m, before it reaches a 10 m long zone in which linear dissipation becomes active with $\epsilon=0.07$ m$^{-1}$. This value insures in principle an attenuation rate of 50% over 10 m. On the other hand, we impose $\epsilon=0$, but model the random collisions of the beam with the micrometric obstacles used in Ref. [24]. In this case, a random number of droplets located at random positions is computed at each $z$ step. These positions are assumed to be uniformly distributed with respect to $x$ and $y$. Hence, for each droplet we generate two random numbers between $-0.5$ and $0.5$ and multiply them by $L_x$ and $L_y$, that denote the sizes of the computation window. Since the number of droplets in one $z$ step is small compared to their total number, a Poisson statistics may be used. We fix the expected average number of droplets at a $z$ step, $\Delta z$, by $\lambda = \Delta z L_x L_y N$, where $N$ is the droplet density. Then, the Poisson density function $P(l)=\lambda^l/l! \times \exp(-\lambda)$ gives the probability to find exactly $l$ droplets between $z$ and $z+\Delta z$. The number $l$ is computed from the Poisson distribution function $F_P(l)=\sum_{l=0}^{\infty} P(l)$ by means of the standard probability theory. Following this procedure, the average droplet number $\lambda$ is linked to the dissipation parameter $\epsilon$, when we specify the average relative loss induced by a single droplet. Assuming that droplets do not overlap, the rate of losses caused by the obstacles along one $z$ step can be evaluated by $\lambda \pi R^2/L_x L_y$. Besides, the equivalent loss rate induced by the extinction coefficient $\epsilon$ is $\epsilon \Delta z$, since $\exp(-\epsilon \Delta z) = 1 - \epsilon \Delta z$. Identifying both contributions leads to $\epsilon=N \pi R^2$, which agrees with the experimental estimates for $\epsilon, N$ and $R$ given in Sec. II.

Because computer limitations prevented us from resolving obstacles of 1 micron large, we adopted the density for larger droplets with different radius $R > 25$ $\mu$m by means of the direct rescaling $N \rightarrow N / R^2 [\mu$m$]$, in order to keep the average losses constant. Results are illustrated in Fig. 3. Figure 3(a) shows the power decrease inside the cloud chamber, normalized with respect to the power of the freely propagating beam. All curves lie closely to each other, within a margin less than $\pm 5\%$ around the exponential decrease $e^{-\epsilon z}$ (note that the curve for linear damping also accounts for Kerr, MPI, and MPA nonlinearities and cannot exactly fit this exponential function). This property was retrieved when using different densities $N$ and adapted values of $\epsilon$. Here, the decrease of

---

FIG. 3. (a) Numerically computed beam power scaled by the power of a freely propagating narrow beam ($w_0=2$ mm) of $\sim 110 \mu$W through a 10 m long fog with linear damping ($\epsilon =0.07$ m$^{-1}$, solid curve), random distributions of 25 $\mu$m droplets (dashed-dotted curve), and of 50 $\mu$m droplets (dashed curve). The distance $z=0$ marks the entrance into the cloud chamber. Subplots correspond to (b) free propagation, (c) linear damping, random droplets with radii of (d) 25 $\mu$m, and (e) 50 $\mu$m, respectively. Subplot dimensions are $7 \times 7$ mm$^2$. Intensity levels are twice higher than the initial intensity.
power undergone by the 2 mm beam from random collisions with droplets of 25 μm as well as 50 μm radius almost superimposes with that induced by linear dissipation over 4 m. Beam profiles at this distance are detailed in Figs. 3(b)–3(e). After only 4 m of “humid” propagation, the filamentation patterns remain similar in linearly damped regime and in the presence of random droplets (~8 cells). Compared with the free propagation regime [Fig. 3(b)], the number of filaments has already decreased by a factor ~3/2 [Figs. 3(c)–3(e)]. Analogy in the power losses and filament number between droplets of different sizes follows from the fact that, even if small droplets embark half-energy of the big ones per collision event (see, e.g., Ref. [22]), their density is four times higher and cause equivalent damage on the filamentation patterns.

At further distances (z → 10 m), the filaments decrease in number, but this number is preserved with linear dissipation and random droplets (not shown here). This confirms the good agreement between the power losses induced by random collisions with micrometric obscurants and those induced by linear damping. Note, however, that the power lost from random droplets can reach ~55% at large distance. Although small, these discrepancies are related to the finiteness of the numerical box, from which escaping field components increases the losses. This tendency is amplified by the opacity of the droplets, which favors large-angle diffraction to the boundaries.

In summary, droplet-induced losses are identical at constant product $N \times R^2$, i.e.,, they are similar for droplets with different radii, provided that the density $N$ is tuned accordingly. They follow an exponential-like decrease comparable with the energy fall produced by a linear damping. These findings confirm the equivalence between collisions of an optical beam with randomly distributed droplets and exponential attenuation of its power.

B. Linear damping vs filamentation patterns

Because linear damping and droplet collisions induce analogous power losses, we investigate the consequences of a linear damping on broad beams inside a 10 m dense fog after a 40 m long stage of free propagation, in conditions close to the experimental setup. We enlarge the beam waist to the value $w_0 = 1$ cm, applied to a digitized file of the experimental input beam fluence. This value is willingly chosen smaller than the experimental beam waist, in order to compensate for the limitations of Eq. (1) recalled above. This model cannot indeed account for the temporal compression induced by pulse chirping (see Sec. II) and it artificially decreases the effective ratio of power over critical when imposing $T = 0.1 t_p$ (see Ref. [30]). The need to make a fully bloomed filamentation pattern emerge before the cloud chamber ($z < 40$ m) implies us to select a Rayleigh length smaller than the experimental one, which justifies the choice of $w_0 = 1$ cm. Figure 4 shows the filamentary patterns outgoing from the fog tube at $z = 50$ m, after crossing the 10 m long water cloud with 50% transmission. These patterns are in qualitatively good agreement with their experimental counterparts shown in Fig. 1. In the absence of fog, the transverse profile of the beam still contains about 25 filaments [Fig. 4(a)]. This number is almost halved when the beam undergoes linear damping [Fig. 4(b)]. The resulting number of filaments (12–15) is of the same order as that obtained over a 50 m long free propagation range, when the beam only involves an initial power divided by a factor ~2 [Fig. 4(c)]. The same beam with 51 critical powers undergoes a drastic reduction of filaments when it propagates through the 10 m tube with a 50% linear damping [Fig. 4(d)]. The bottom inset of this figure demonstrates that MPA losses remain weak over 50 m compared with linear damping, which supports the approximation on the transmitted power $P_t \approx P_{in}/2$ made in Sec. II. The counted filaments then correspond to the bright spots visible in Fig. 4. Their number, summarized in Table II, is in very good quantitative agreement with the data mentioned in Table I. Differences in the exact number and location of the filaments compared with the experimental profiles are attributed to the smaller beam waist and to fluctuations of secondary importance (local diffusion, atmospheric turbulence, see Ref. [26]), which we ignore.

**TABLE II.** Filament number vs input beam power provided by numerical computations. The additional datum with 62 critical powers concerns filaments counted from the same beam in free propagation regime (not shown in Fig. 4).

<table>
<thead>
<tr>
<th>$P_{in}/P_{cr}$</th>
<th>123</th>
<th>62</th>
<th>51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation</td>
<td>Free</td>
<td>Fog</td>
<td>Free</td>
</tr>
<tr>
<td>Filament No.</td>
<td>25</td>
<td>12–15</td>
<td>13</td>
</tr>
</tbody>
</table>

FIG. 4. Numerically computed beam profiles at the exit of the cloud chamber ($z = 50$ m), in the case of both free propagation [(a) and (c)] at the respective powers of $123P_{cr}$ and $51P_{cr}$ and propagation through 10 m of a dense fog [(b) and (d)] with the same powers. Window scales are $2.3 \times 1.6$ cm$^2$. Intensity levels correspond to twice the initial intensity. Bottom inset compares the power losses normalized to $P_{in}$ between free propagation and linearly damped regimes for $P_{in} = 123P_{cr}$, $z = 0$ marks the entrance of the cloud chamber.
These last results are instructive: They validate the experimental estimate of about 5 critical powers per filament. In free propagation regime, they also highlight the strong correlation between the number of critical powers in the starting beam and the number of filaments formed along the course of the pulse. They finally confirm again that the effect of a dense cloud enclosing sufficiently small droplets (compared with the filament size) is equivalent to a linear dissipation source acting on the energy reservoir formed by the beam envelope and its filaments.

IV. CONCLUSION

In summary, we have studied both experimentally and numerically the propagation of ultrashort laser pulses with powers much above critical in multifilamentation regimes through dense fogs. We showed that filament transmission through clouds is not restricted to the laboratory scale [22], but also occurs when multiple filaments take place over a distance comparable with the visibility length of the fog.

From the theoretical point of view, we examined differences in the transmitted light, when the model equations account for either linear damping or a stochastic hitting of the beam by micrometric obstacles. Because of computer limitations, we could not access the interaction of femtosecond pulses with 1 μm large droplets. However, our simulations revealed that randomly distributed opaque droplets with radius >25 μm induce comparable energy losses, with an exponential fall. The equivalence between linear damping and losses caused by micrometric droplets enabled us to numerically reproduce the experimental filamentation patterns and achieve a very good agreement on their number of filaments.

As a conclusion, the fact that clouds do not significantly affect the filamentation process (only the number of filaments is reduced quasilinearly by power extinction) is of high interest for applications, because it implies that the filament features such as white-light generation, ionization of air or the delivery of high intensities at long distances are not forbidden inside or beyond clouds, as long as their density permits to transmit several critical powers. Therefore, the corresponding applications, respectively, multicomponent Laser, lightning control or remote laser-induced breakdown spectroscopy (LIBS or RFIBS [20]) are still feasible within cloudy atmospheres.
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The initiation and propagation of a filament generated by ultrashort laser pulses in turbulent air is investigated experimentally. A filament can be generated and propagated even after the beam has propagated through strongly turbulent regions, with structure parameters $C_n^2$ as many as 5 orders of magnitude larger than those encountered in the usual atmospheric conditions. Moreover, the filament’s position within the beam is not affected by the interaction with a turbulent region. This remarkable stability is allowed by the strong Kerr refractive-index gradients generated within the filament, which exceed the turbulence-induced refractive-index gradients by 2 orders of magnitude. © 2006 Optical Society of America

OCIS codes: 010.7060, 010.3310, 190.5940, 190.3270, 190.7110

High-power, ultrashort (femtosecond) laser pulses can propagate in air in a strongly nonlinear mode; such propagation is referred to as filamentation if the beam reaches a critical power [e.g., $P_{cr} = 3.37 \times 10^{15}$ W/m$^2$ for Gaussian beams, i.e., $P_{cr} = 3$ GW in air at 800 nm, with $n_2 = 3 \times 10^{-23}$ m$^2$/W], allowing Kerr-lens self-focusing to overcome diffraction. Then a dynamic balance between the Kerr effect and the defocusing on the plasma generated by multiphoton ionization in air results in one or several filaments with diameter $d \approx 100$ μm. Although the Rayleigh length for such a diameter is only 4 cm, the filamentation can be observed over many tens of meters and generated at several kilometers’ distance. Their high intensity (~10$^{14}$ W/cm$^2$; Ref. 8) permits efficient self-phase modulation and generation of a broadband white-light continuum spanning the ultraviolet to the mid infrared.

These properties open exciting prospects for atmospheric applications. The broad supercontinuum facilitates nonlinear and multispectral lidar remote sensing for detection of multiple pollutants and identification of aerosols. The plasma channels generated in the filaments are suitable for high-voltage discharge switching and guiding, opening prospects for lightning control. Finally, the possibility of remotely delivering high intensities permits remote elemental analysis. Open-field applications in turn stimulate the need for better knowledge of filament propagation in perturbed atmospheres.

Recent results, both experimental and theoretical, have shown that filaments can survive their interaction with aerosols. Yet, in dry atmospheres, the main optical perturbation is turbulence, which strongly affects beam profiles and pointing stabilities. The effect of turbulence on the filaments and their pointing stability has been observed and modeled in air and in water by several groups of scientists, but no comprehensive data sets to characterize the effect of turbulence in various conditions have been reported. In this Letter we characterize the threshold of the structure parameter for the refractive index, $C_n^2$, for which filamentation in air can occur and survive, depending on the position of the perturbation relative to the filament’s onset. $C_n^2$ is defined from the Kolmogorov theory for turbulence as

$$C_n^2(r) = \frac{\langle n(r) - n(r + \Delta r)^2 \rangle}{\Delta r^{2/3}},$$

where $r$ is the location of the perturbation and separation $\Delta r$ is a length scale within the inertial range, i.e., a few millimeters in typical atmospheric conditions near the ground.

In our experiments (Fig. 1), a chirped-pulse amplification Ti:sapphire laser system delivered 300 fs pulses of 8 mJ energy at a 22.5 Hz repetition rate, centered at 810 nm, with ~10 mm beam diameter (at 1/e$^2$ level). The beam was focused by a spherical mirror with 5 m focal length. The origin for the propagation axis ($z = 0$) was taken at the nonlinear focus (filament onset, ~2.5 m downstream of the spherical mirror). The filament length was ~2 m. At a given position $z$, the beam crossed a perpendicular hot air flow (up to 500°C and 500 l/min flow at 20 m/s at the exit port, with a divergence of 20° full angle). Varying distance $d$ between the air blower and the beam from 1 mm to 2 m permitted us to reach $C_n^2$ values up to $10^{-8}$ m$^{-2/3}$, as monitored by use of the pointing stability of an elastically transmitted low-power laser. Pointing stabilities were characterized on series of 50 pictures on a screen ($z = 7.6$ m) of the lasers transmitted through the turbulent region. The images were...
recorded by a (RGB) red–green–blue CCD camera (10.6 μm/pixel resolution, i.e., typically 10 μrad on the laser beam deflection) equipped with an RG780 colored glass filter to block the fundamental wavelength. First we investigated possible beam stabilization by nonlinear propagation by comparing the pointing stability in the same turbulence conditions of three laser beams: (i) the filamenting beam; (ii) the same ultrashort, infrared laser at a reduced power of three laser beams; and (iii) a cw 10 mW He–Ne laser beam. We defined the beam position as the center of gravity of the region within the beam profile where the intensity was more than 70% of the maximum on the red layer of the images. The resulting accuracy of a few pixels was comparable to the unperturbed beam pointing stability. Then the variances $\sigma_x^2$ and $\sigma_y^2$ in both the x and y positions of the beam yield the average $C_n^2$ structure parameter for the refractive index through the relation

$$C_n^2 = \sigma^2 / l (2.91 l),$$

where $\phi$ is the beam diameter and $l$ is the length of the turbulent path. Here $\sigma^2 = \sigma_x^2 + \sigma_y^2$ is expressed in squared radians and $C_n^2$ is in units of $m^{-2/3}$. The factor of 2.91 is derived for plane waves, and applies with a good approximation to the beams used in these experiments. The three laser configurations had the same pointing stability for identical perturbations. Therefore nonlinear propagation does not improve the pointing stability of the overall beam.

We then characterized the stability of the filament itself by installing the screen in the filamenting region ($z=2.6$ m). The screen was continually moved during the acquisitions such that each shot met a new screen region. An unperturbed He–Ne beam shone on the screen served as a reference for the beam's position. The center of the overall beam and the filament's position were located by use of the blue and green layers of the RGB images, respectively. We assessed the beam's position by thresholding a noise filtered image and then determining the center of gravity of the beam's contour. Whereas the turbulence generates random shot-to-shot pointing fluctuations of the overall beam, the pointing stability of the filament relative to the beam is unaffected by the perturbation located both at the onset of filamentation ($z=0$) and in the filament ($z=1$; Table 1). This stabilization raises the hope that beam profiles can be transmitted nonlinearly with reduced blur through turbulent regions and could, e.g., permit spatial multiplexing in open-space laser telecommu-

<table>
<thead>
<tr>
<th>Title</th>
<th>Unperturbed Beam</th>
<th>Turbulence $(C_n^2=6\times10^{-10} m^{-2/3}$ at $z=1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole beam pointing</td>
<td>351</td>
<td>856</td>
</tr>
<tr>
<td>Filament position</td>
<td>243</td>
<td>224</td>
</tr>
</tbody>
</table>

**Table 1.** Standard Deviation ($\mu$rad$^2$) of the Beam Pointing and of the Filament Position Relative to the Beam on a Screen at $z=2.6$ m.

Fig. 2. $C_n^2$ threshold for 90%, 50%, and 10% probability of generating a filament as a function of location $z$ of the turbulent region.

However, a key feature for atmospheric applications is the ability of the filaments to survive their propagation through turbulence. We characterized the occurrence of a filament in given conditions by setting a threshold value on the integrated contribution of the green layer of the recorded RGB beam profiles. This automated criterion corresponded well to visual observation of a filament. A statistical analysis based on the binomial law shows that, for 50 pictures in each condition, the confidence interval for the rate of filament occurrence is limited to ±10% in the worst case (50% occurrence rate). Therefore the observed changes in filament occurrence rates are statistically significant. The $C_n^2$ parameter was monitored by use of the main laser beam ($\phi=10$ mm) on the same records. This procedure limits the influence of fluctuations and drifts, knowledge of which is crucial to the study of turbulence, which is a stochastic phenomenon.

The influence of turbulence on the probability of filamentation is found to decrease steeply near nonlinear focus (Fig. 2). Although a moderate perturbation at the exit of the laser can significantly hinder the formation of a filament 5 m downstream, a filament once formed needs a considerable perturbation to be destroyed. Moreover, the $C_n^2$ values that permit a 90% probability of occurrence of a filament are orders of magnitude greater than any real atmospheric condition $[10^{-15}$ to $10^{-13}$ $m^{-2/3}$ (Ref. 22). Although atmospheric applications of filaments require much longer length scales than in our experiments, and although the scaling of laboratory results for strongly nonlinear processes such as turbulence and filamentation are not straightforward, our results suggest that turbulence should not be the limiting factor for applications that require propagation of filaments.
across the atmosphere. The high turbulence threshold for filamentation also opens the way to specific applications that may require propagating filaments through highly turbulent regions. Such applications include the new filament-based laser-induced breakdown spectroscopy technique, in the context of combustion metrology, implying highly turbulent fluid flows. 

The small effect of turbulence on an already formed filament highlights the intrinsic stability of the filament structure, which can also withstand the interaction with large obscurants. In a filament, the phase perturbations induced by the turbulence may be smoothed out. Moreover, we can compare the refractive-index gradients induced by both turbulence, \( \nabla n_T \approx 9.1 \times 10^{-3} \times T_s / (T \Delta r) \), and filamentation, \( \nabla n_{	ext{fil}} = n_d I / d \), where \( I = 10^{14} \text{ W/cm}^2 \) is the typical intensity within the filament, \( d \approx 100 \mu \text{m} \) is the filament’s diameter, \( T_s = 288.15 \text{ K} \) is the standard temperature, \( T \) is the temperature, and \( \Delta r \) is the scale of the temperature gradients within the hot air beam. The dimensionless \( 9.1 \times 10^{-5} \) factor stems from the Rank formula evaluated at 800 nm. Considering \( T = 500^\circ \text{C} \) as an upper bound for the temperature at the exhaust of the hot air blower and estimating that \( \Delta r \approx 1 \text{ cm} \), we get \( \nabla n_T \approx 6 \times 10^{-2} \text{m}^{-1} \approx \nabla n_{	ext{fil}} \approx 0.3 \text{ m}^{-1} \) such that, even for strong structure parameter values, the contribution of turbulence to the refractive-index gradient is negligible compared with that induced by the Kerr effect within the filament. Note that, when lasers are propagated over large distances in the atmosphere, the air pressure varies to a large extent. However, because the distances involved are large, the corresponding index gradients are negligible.

In contrast, an early perturbation in the beam profile will develop further during subsequent propagation because of its nonlinearity and will give rise to turbulent cells within the beam profile, each one generating one or several local intensity maxima. These turbulent cells propagate almost independently of one another. Therefore they can generate filaments only if they contain several critical powers. If they are too small, filamentation will be impossible.

In conclusion, we have shown that filamentation is not affected by turbulence in the ranges that can be encountered in the atmosphere. For stronger turbulence, filamentation may be stopped or prevented, with a relatively sharp cutoff of the filamentation when turbulence increases. The effect of the perturbation is greater when the turbulent region is located at the early stages of propagation of the laser beam.

We acknowledge helpful discussions with Matthieu Jomier about the image analysis. J. Kasparian’s e-mail address is jkaspar@lasim-univ-lyon1.fr.
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We demonstrate that the capacity of ultrashort high-power laser pulses to trigger and guide high-voltage discharges can be significantly enhanced by a subsequent visible nanosecond laser pulse. The femtosecond pulse induces a bundle of filaments, which creates a conducting channel of low density and cold plasma connecting the electrodes. The subsequent laser pulse photodetaches electrons from O$_2^-$ ions in the electrode leader. The resulting electrons allow efficient heating by Joule effect in a retroaction loop, resulting in a 5% reduction of the breakdown voltage. © 2006 American Institute of Physics. [DOI: 10.1063/1.2162430]

Triggering and guiding of lightning using laser beams has been considered for more than 30 years. The main motivation is to protect sensitive sites, such as electrical installations or airports, from direct strikes and electromagnetic perturbations. Early studies in the 1970s and 1980s using nanosecond laser pulses of high energy (in the kJ range), have shown severe limitations due to the lack of connected plasma channels and the large absorption of the laser pulse by the induced hot and dense plasma. In contrast, ultrashort (femtosecond) lasers can generate efficient multiphoton/ ionization even at moderate energy (typically 0.1 J per pulse), while they are too short to induce cascading ionization. The weak absorption of the laser energy results in long channels of cold plasma with an electron density as low as $N_e=10^{15}$ cm$^{-3}$, still several orders of magnitude above the required free-electron density for lightning initiation in the atmosphere ($N_{init}=5 \times 10^{11}$ cm$^{-3}$). This promising approach has been demonstrated in the ultraviolet (UV) over short scales (typically 30 cm), as well as with infrared lasers, both focused to form a short plasma channel of 5 to 20 cm length or longer, using multiple focusing, and in the filamentation regime. In the latter approach, collimated or slightly focused infrared (IR) femtosecond pulses generate long plasma channels (filaments) that ohmically connect the electrodes. Filaments result from the dynamic balance between Kerr-lens focusing and the defocusing by the laser-induced plasma. In the atmosphere, filaments have been observed over several tens of meters, up to a few kilometers away from the laser source. Therefore, they are good candidates to extrapolate laboratory results to the atmospheric scale (>100 m), especially since rain does not prevent the triggering effect of the filaments.

A strong limitation for lightning control by filaments stems from the limited lifetime of the generated plasma, which amounts to only a few $\mu$s. At a typical speed of 10$^6$ m/s, the discharge can thus only propagate over a few meters, which limits the effective guiding length to the meter scale and prevents a direct extrapolation of the laboratory results to the atmospheric scale. Hence, the key issue to trigger lightning discharges resides in increasing the plasma lifetime. For this purpose, it has been shown that the use of a train of ultrashort pulses can prolong the plasma lifetime. Also, it has been suggested that a second, relatively long (ns) laser pulse of high energy (several tens of J), referred to as the maintaining pulse, could sustain the plasma density through both photodetachment from O$_2^-$ ions, and plasma heating by inverse bremsstrahlung. The absorption coefficient for inverse bremsstrahlung is $\alpha = \nu_p \omega^2 / c^2 \omega^2$, where $\omega$ represents the laser frequency, $\nu_p = \sqrt{N_e c^2 / m_e e}$ is the plasma frequency, $\nu_p = 3 \times 10^{-6} c / \nu_p$ is the electron-ion collision frequency, and a typical range for the Coulomb integral is $< \ln (\Lambda) < 10^{5.5}$. Treating the plasma as an ideal gas and assuming that all the deposited energy heats it, an upper bound for the plasma heating is only 4 K per Joule of laser energy at $\lambda = 532$ nm when considering an upper limit for the electron density $N_e = 10^{21}$ m$^{-3}$ with $\ln (\Lambda) = 5.5$ and an electron temperature ($T_e = 1$ eV), corresponding to the excess energy of the free electrons after photodetachment and multiphoton ionization. Therefore, the electron density in a filament is not sufficient for a maintaining a laser pulse of reasonable energy to significantly heat the plasma.

The main electron sink in the filaments is the attachment to O$_2$ molecules. Since the photodetachment energy of O$_2$ (0.54 eV) is well below the considered photon energies ($E_{\text{photon}} = 2.3$ eV at 532 nm), the single-photon photodetachment rate is $\gamma = \sigma \nu / h \omega$, where $I_t$ is the intensity of the maintaining pulse (in W/cm$^2$), $\sigma_{\text{O}_2} = 1.5 \times 10^{-19}$ cm$^2$, and $\sigma_{\text{O}_2} = 4.6 \times 10^{-21}$ cm$^2$ at 532 and 1064 nm, respectively.

In standard conditions ($T = 300$ K, $P = 1$ atm), under an electric field $E = 500$ kV/m, the attachment coefficient of electrons to O$_2$ molecules is $\eta = 2.5 \times 10^7$ s$^{-1}$. Therefore, pulse...
energies as high as $E_{532}=0.7$ J and $E_{1064}=2$ J are required for the photodetachment to overcome attachment (i.e., $\eta > \eta$). Detailed simulations based on a kinetic analysis show a maximum efficiency when the ns laser pulse is fired when the $O_2^-$ concentration is maximum in the filaments, i.e., 10 ns after the ultrashort laser pulse. However, in view of field experiments, efficiently coupling a high-energy laser on self-guided filaments may not be straightforward. In this letter, we show that a maintaining laser pulse of moderate (subjoule) energy is sufficient to significantly improve the triggering and guiding of the high-voltage discharges, because it improves the ohmic contact between streamers and filaments.

The experimental setup (Fig. 1) is similar to that of previous experiments.\textsuperscript{11} The impulse generator (Marx multiplier circuit) of the high-voltage facility of the Technical University of Berlin provided up to 2 MV negative pulses with a rise time of 1.2 $\mu$s and an exponential decay time of 50 $\mu$s. We used a spherical high-voltage electrode of 12 cm diameter and a plane ground electrode of 3 m diameter, with a gap of 1.2 m. Prior to the experiments, the 50% flashover voltage ($U_{50}$) without laser has been measured to be 1300 kV.\textsuperscript{14}

The Teramobile (Ref. 20) provided 100 fs pulses of 230 mJ centered at 800 nm at a repetition rate of 10 Hz. In order to optimize filamentation between the electrodes, the laser beam of 10 cm initial beam diameter was slightly focused ($f \sim 20$ m), and properly antichirped with an initial pulse duration of 170 fs. The high-voltage pulse was synchronized so that the laser was fired typically 5 $\mu$s after the maximum voltage was reached, on the voltage plateau. After an adjustable delay, the maintaining laser pulse of 7 ns duration was shot by a Nd:YAG laser (Spectra-Physics, Quanta-Ray) providing 800 mJ pulses at 1064 nm, or 400 mJ pulses at 532 nm. A telescope focused the YAG beam (initial beam diameter $\sim 5$ cm) to match its profile with that of the femtosecond beam between both electrodes. Both beams were shot onto the center of the ground electrode by passing very close to the tip electrode (1 cm, comparable with the beam diameter). The filament started some meters before the tip electrode and spanned over the whole gap. No triggered discharge could be observed with the nanosecond pulse only.

Since the occurrence of discharges in given conditions is stochastic, the effect of the lasers is characterized by accumulating statistics over 10 to 20 shots in each experimental condition. The confidence interval for the measured discharge probability is estimated by using a binomial law, based on the assumption that successive shots are independent from each other.

Figure 2 shows the discharge probability for a set of voltages well below the $U_{50}$ for natural discharges, for both fs pulses alone, and dual pulses, with the maintaining pulse at $\lambda=532$ nm temporally overlapping the fs pulses. The effect of the nanosecond pulse is greater for low voltages, at which the triggering probability of the femtosecond pulse alone falls down. At 880 kV and 910 kV, the effect of the YAG has a statistical significance higher than 98% even for individual points, with more than a five fold increase of the discharge probability at these voltages (Fig. 2). Moreover, the second pulse decreases the voltage required to trigger discharges by at least 40 kV, i.e., more than 5%, compared to the femtosecond laser alone. It allows discharge events at 65% of the natural $U_{50}$.

With the fundamental wavelength of the YAG, at 1064 nm, no significant effect could be observed although the pulse energy is twice (800 mJ) as high as the second harmonic. Also, the maintaining pulse has no significant effect when shot before the femtosecond pulse, nor when the pulses had no temporal overlap at all, i.e., when the maintaining laser pulse does not meet the plasma produced by the femtosecond pulse and cannot therefore have any action on it.

The effect of a maintaining pulse with moderate energy can be understood if considering that under similar conditions but without laser, no breakdown occurs and leaders propagate only a few centimeters within several $\mu$s.\textsuperscript{21} Therefore, when arriving at the high-voltage electrode, the maintaining pulse crosses the leader head, with $10^{14}$cm$^{-3}$ $O_2^-$ ion density\textsuperscript{9} and atomic temperatures between 300 K and 1500 K. These elevated temperatures lead to significant drop of the attachment rate. For example, after 5 $\mu$s, the temperature amounts to 1200 K and the attachment rate drops by a factor of 2. Since the detachment rate is not affected by the atomic temperature, the reduced attachment rate does not balance thermal detachment any more, so that the net detachment rate of electrons from $O_2^-$ ions rises by six orders of magnitude, from $\gamma_{\text{net,300K}}=1.2 \times 10^{-6}$ s$^{-1}$ to $\gamma_{\text{net,1200K}}=2.7 \times 10^{-3}$ s$^{-1}$. Therefore, the maintaining pulse is able to efficiently detach electrons from $O_2^-$ ions, and the resulting higher electron density leads to more efficient heating by the Joule effect, which in turn favors photodetachment, launching a positive retroaction loop which lasts even after the end
of the maintaining pulse. The resulting enhanced electron density within the streamer improves the electrical connection between the streamer and the filament. Due to the retro-action loop, the new maintaining mechanism described here is efficient at much lower laser pulse energies than those proposed earlier, which rely on either photodetachment or heating.

In conclusion, we have demonstrated an improved triggering of high-voltage discharges by femtosecond laser pulses using a second, maintaining ns laser pulse of moderate energy. The effect is due to a positive retro-action loop involving photodetachment, improved Joule heating, and a better ohmic bridging, suggesting that the electron density keeps above $5 \times 10^{11} \text{cm}^{-3}$ for a longer time. This longer lifetime could provide a way to circumvent the main limitation of the extrapolation of laboratory results to real lightning experiments. Together with recent demonstrations of high-voltage discharges triggered and guided under rain, it improves the evaluation of the feasibility of a real-scale lightning control experiment. Besides increased energy for the maintaining pulse, further improvement can be reached by using a maintaining pulse of a shorter wavelength providing a more efficient photodetachment, and by optimally matching the profile of the maintaining pulse with that of the plasma channel. In that regard, the thermal expansion of the plasma channel generated by the laser is favorable since it increases the active volume and reduces both the criticality of the alignment and the limitations induced by the diffraction on the propagation of a collimated maintaining pulse of small diameter.

This work has been performed within the Teramobile project, funded jointly by the CNRS, DFG, and French and German ministries of Research and of Foreign affairs. The Teramobile web site is www.teramobile.org. One of the authors (K. S.) acknowledges support from the Humboldt Foundation.
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ABSTRACT We report new experimental and numerical results on supercontinuum generation at ultraviolet/visible wavelengths produced by the propagation of infrared femtosecond laser pulses in air. Spectral broadening is shown to similarly affect single filaments over laboratory distance scales, as well as broad beams over long-range propagation distances. Numerical simulations display evidence of the crucial role of third harmonic generation in the build-up of UV–visible wavelengths, by comparison with current single-envelope models including chromatic dispersion and self-steepening.
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1 Introduction

While propagating in air, ultrashort laser pulses undergo filamentation [1] due to the dynamic interplay between Kerr focusing and self-induced plasma defocusing. Depending on the beam power, this subtle balance generates light filaments, which can develop over several hundreds of meters [2] and even kilometers in the vertical direction [3]. Associated with this property, the temporal variations experienced by the pulse produce a very broad spectral continuum, spanning from UV to IR wavelengths. Coherence is preserved between the different spectral components, so that the broadened pulse is often referred to as a “white light laser” [4]. Part of this supercontinuum leaks out from the beam as a narrow cone in the forward direction, called “conical emission” [5], with a typical half-angle of $\sim 0.12^\circ$ at 0.5 $\mu$m.

Most experimental and theoretical investigations using femtosecond Ti:Sa laser sources (0.8 $\mu$m) reported spectral broadening extending from 4.5 $\mu$m to a UV cut-off around 0.35 $\mu$m [6]. However, a few years ago pioneering results demonstrated that another emission peak around 0.27 $\mu$m arises from an additional process: third harmonic generation (THG) [7, 8]. Although these studies were limited to low energies (few mJ) and short propagation distances (tens of cm), THG conversion efficiencies as high as 0.2% were measured. More recently, a couple of publications appeared in this field [9, 10]. In [9], supercontinuum generation (SCG) extending up to 0.23 $\mu$m in air was experimentally observed over laboratory scales. As the beam energy was increased from 250 $\mu$J to 10 mJ, the TH spectrum was seen to merge into the blue side of the supercontinuum generated by the IR pump, resulting in a continuous broad spectral band in the UV-visible wavelength domain. Frequency variations of the TH component, mainly dictated by cross-phase modulation induced by the pump, were expected to produce this effect, to the detriment of self-steepening and chromatic dispersion. In [10], the same phenomenon of UV-visible SCG in air was reported over much longer distances ($\sim 200$ m), by means of a light detection and ranging (Lidar) experimental setup. From the theoretical point of view, numerical simulations evidenced the following properties: (i) UV-visible spectral broadening is created by the overlap of redshift from the TH component and blueshift from the IR pump. Frequency shifts depend on the component phases ($\phi_j$, $j = \omega, 3\omega$), such as $\Delta \omega_j = -\partial_t \phi_j$, subject to the phase-locking constraint $\Delta \phi = 3\omega_0 - \phi_3 \simeq \pi$ in the filamentation regime (see also [7]). (ii) The TH component behaves as a weak quintic-type defocusing nonlinearity on the fundamental dynamics. This saturation lowers the maximum intensity of the IR component and significantly increases the filament range by $\sim 1$ m. (iii) TH-induced saturation superimposes with plasma generation to defocus the pulse and enlarge the conical emission to $\sim 0.25^\circ$ at 0.25 $\mu$m.

In spite of these investigations, two questions remain open. First, numerical limitations prevented realistic simulations of broad beams [10] from accessing Lidar propagation ranges. Although differences between meter-range simulations and Lidar data ($\geq 100$ m) oc-
curred in the longitudinal scales, the spectral dynamics, however, looked similar, which received no explanation. Second, the role of chromatic dispersion and self-steepening compared with THG remains unclear. Whereas the former processes are capable of enlarging the fundamental spectrum to the UV regions [11, 12], their relative strength compared with THG deserves a special investigation.

Therefore, the issues addressed in this paper are twofold. Firstly, because a direct comparison between spectral dynamics on laboratory scales and over Lidar ranges is missing, we experimentally demonstrate that filaments lead to analogous supercontinua in long-range Lidar propagation as well as in laboratory-scaled experiments. Emphasis is next given to the spectral distortions developing along meter-range distances from the second experimental setup as well as in numerical computations. We investigate this spectral dynamics by means of two models, one involving THG without self-steepening and chromatic dispersion, the other one involving THG without self-steepening dynamics by means of two models, one

3 Experiments

To reproduce these spectral dynamics, we performed numerical simulations using the model equations of [10], which couple the slowly-varying envelopes of the fundamental
where $j = \omega$, $3\omega$. In (1), $z$ is the propagation variable, $t$ is the time coordinate retarded in the pump frame, and $\nabla^2_{\perp} = r^{-1} \partial_r r \partial_r$; $\alpha_{3\omega} = \Delta \nu^{-1}$, where $\Delta \nu = \nu_p(3\omega)^{-1} - \nu_p(\omega)^{-1} = 0.44 \text{ cm} / \text{s}$ is the group-velocity mismatch responsible for temporal walk-off ($\alpha_{\omega} = 0$), $\beta_{3\omega} = \beta_{\omega} / 3 = 1/6k_0$, $k_0 = 2\pi / \lambda_\omega$; $k_{\omega}^0 = 0.2 \text{ fs}^2 / \text{cm}$ and $k_{3\omega}^0 = 1 \text{ fs}^2 / \text{cm}$ are the coefficients for group-velocity dispersion (GVD) and $\delta_{3\omega} = \Delta \kappa \equiv \kappa(3\omega) - k(3\omega) = -5 \text{ cm}^{-1}$ is the wave vector mismatch ($\delta_{\omega} = 0$). The function $F_j$ represents the optical nonlinearities, involving self-phase, cross-phase modulations and four-wave mixing:

$$F_{\omega} = i k_0 n_2 \frac{R(t)}{2} \left( \frac{\nabla^2_{\perp}}{2} \right) [\epsilon_{\omega}(t)]^2 + \frac{|\epsilon_{\omega}(t)|^4}{|\epsilon_{\omega}(t)|^2} + 6|\epsilon_{\omega3}(t)|^2 \sigma_{3\omega3} + \sigma_{3\omega3}$$

$$R(t) = \left( \frac{1}{2} |\epsilon_{\omega}|^2 \right)^{\frac{1}{2}} + \frac{r_0^2}{2} \int_{-\infty}^{t} e^{-(t'-t)/r_0} |\epsilon_{\omega}(t')|^2 \text{d}t'$$

The function $P_j$ describes the plasma response with free electron density $\varrho$ as

$$P_j = -i \beta_j^0 k_0^0 \varrho \sigma_j \left[ \epsilon_j - \frac{\sigma_j}{2} \varrho \epsilon_j \right]$$

$$\frac{\partial \varrho}{\partial t} = \sum_{j=\omega,3\omega} (\varrho - \varrho_{\text{sat}})^j \left[ \varrho \left| \epsilon_j \right|^2 \right]$$

where $K_j$, $\sigma_j$, $\sigma_{\omega3}$ and $\beta_j^0$ denote the number of photons for IR and UV wavelengths, multiphoton ionization rates and related absorption losses for dioxygen molecules, respectively. Plasma response includes avalanche ionization with cross-sections $\sigma_j$. Eqs. (1)–(6), whose values of the physical parameters can be found in [10], were numerically integrated in radial symmetry to compute the spectra emitted by a single filament at the propagation distances experimentally scanned in Fig. 1b.

For comparison, we also performed computations of the $\omega$ component alone, undergoing self-steepening and chromatic dispersion. These effects being responsible for a strong blue-shift of fs spectra in air [11, 12], they may possibly inhibit the influence of THG and cause by themselves UV-visible SCG. In that case, the envelope $\epsilon_{\omega}$ is governed by the equation:

$$\frac{\partial \epsilon_{\omega}}{\partial z} = \frac{i}{2k_0} \nabla^2_{\perp} \epsilon_{\omega} + \varrho \sigma_{\omega} \left( \frac{1}{2} \epsilon_{\omega}^2 \right) \epsilon_{\omega}$$

$$\frac{\partial \varrho}{\partial t} = \frac{i}{2k_0} \varrho \sigma_{\omega} \left( \frac{1}{2} \epsilon_{\omega}^2 \right) \epsilon_{\omega}$$

The plotted quantity is the normalized spectral intensity integrated in space versus the distance $\Delta z$ from $z_c$. Self-focusing first induces SPM in the fundamental pulse. At $\Delta z = 1.3 \text{ m}$, the TH component broadens in turn around $0.27 \text{ cm} / \text{s}$ and experiences a significant “redshift”. At $\Delta z \geq 3 \text{ m}$, the spectrum is increased by about one decade at visible wavelengths, while UV components become more attenuated. Spectral distortions similar to Fig. 1b develop over comparable distances shifted from the self-focus point, $\Delta z = z - z_c$. They agree with the experimental data, apart from oscillations created by interferences between different peaks appearing in the pulse profile. Such oscillations are smoothed in the experimental spectrum, measured with a resolution of $7 \text{ nm}$ and averaged over 128 shots. Some differences, however, exist before the hump in wavelengths fully develops. At $\Delta z = 1.3 \text{ m}$, the dip located at $\sim 0.39 \text{ cm} / \text{s}$ in the experimental spectrum is shifted back to $0.32 \text{ cm} / \text{s}$ in its numerical counterpart, and the spectral intensity at UV wavelengths fluctuates within one decade. In spite of these minor discrepancies, we attribute the limitations of radial simulations vs the experimental pulse shape and to the implicit assumption of narrow spectral bandwidths used in (1), our numerical results offer...
a rather good agreement with meter-range experiments. They also reproduce the long-distance spectral behavior recalled in Fig. 1a, as already noticed in [10].

Figure 2b shows the same pieces of information computed from (7). A strong extent of the generated white light develops towards the blue side of the spectra and saturates around 0.2 μm, in agreement with former theoretical predictions [12]. However, simulated at the same intervals Δz, the spectral dynamics changes significantly, compared with Figs. 1b and 2a. The first discrepancy concerns the early spectral broadening of the generated TH, which cannot be described by the single-wave equation (7). While the lower bound of the measured spectra yields the UV cutoff λc,0 ≥ 0.23 μm, the continuum computed from (7) clearly characterizes the far-UV regions < 0.2 μm. The second discrepancy lies in the build-up of wavelengths. Whereas THG forms a plateau of wavelengths dramatically increasing in intensity from 0.25 μm to 0.5 μm, the opposite characterizes the spectral dynamics computed from the model (7), i.e., the strong blue-shift created by self-steepening hardly changes in intensity from low to larger wavelengths and remains one decade below the experimental value of the intensity measured at 0.5 μm. As a result, the model equations (1)–(6) accounting for THG offers a better description of white-light emission in low the fundamental ones, as shown in [7, 10]). Figure 3a shows three characteristic stages in the pulse evolution, linked to the spectral broadenings plotted in Fig. 2a. We observe that the pump intensity (I0) exceeds 2 × 10^13 W/cm², which agrees with the threshold given in [8]. First a leading peak with sharp edge arises, which asymmetrically broadens the spectra with an early redshift in both components (Δz = 0.9 m). The pulse is then centered near t = 0 with smoother temporal gradients, which relaxes the spectrum to the blue side (Δz = 1.3 m). A last focusing event enables the merging of both spectral components from Δz = 3 m. Figure 3b shows temporal profiles computed from the model (7) at analogous distances. Here, the pulse undergoes shock dynamics within a sharp trailing edge caused by self-steepening [18]. This dynamics produces the spectral extent of the fundamental towards the lowest UV regions, up to Δz = 1.3 m (see also [11] on this point). This extent diminishes more and more, as the pulse spreads out and smoothes its distribution in time (Δz = 3 m). The temporal distortions plotted in Fig. 3 thus justify the different spectral dynamics promoted by the numerical models (1) and (7).

5 Conclusion

In conclusion, we have shown that the propagation of femtosecond pulses in air is strongly influenced by the nonlinear dynamics of the third harmonic component. Coupling between the pump field and TH develops an important spectral broadening in the wavelength domain 0.23 ≤ λ ≤ 0.5 μm, which favors supercontinuum generation. Spectral dynamics are identical over meter-range scales as well as over ~ 100 m and beyond. THG dominates over chromatic dispersion and self-steepening in the build-up of wavelengths. This property was evidenced by direct simulations, which showed that including THG improves the qualitative agreement of the numerical results with experiments. Although the focus of this paper mostly concerned results and simulations at meter-range distances, we recalled for the reader’s benefit Lidar spectra over more than 100 m (Fig. 1a), showing modest changes in the general spectral shapes. Even if we were not able to simulate realistic broad beams so far away, reproducing reasonable agreement upon meter-scale distances make us fairly confident that the physics involved in SCG is mainly captured by the model equation (1).
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ABSTRACT The triggering and guiding of negative discharges using filaments induced by a femtosecond-terawatt laser pulse have been studied in sphere-plane gaps up to 4.5 meters. Fast-frame camera pictures allow the evaluation of the influence of the negative leader propagation on the triggering and guiding process. We show that the plasma channel can either trigger a space-leader discharge or act as a guiding path for the negative leader head. For the latter case the results suggest a linear dependence of the guided lengths up to 2.4 m, while the formation of a space-leader reduces this guided length by up to 50%. This effect is explained by the limited plasma lifetime of the filament that is measured to be about 1 µs.

PACS 52.80.Mg; 52.38.-r; 52.25.Dg; 72.65.Jx

1 Introduction

Lightning control by lasers has been a dream of scientists since the 1970’s. Early approaches focussed on powerful CO2-lasers [1, 2], but as the air plasma is opaque at the laser-wavelength λ = 10.6 µm (critical density nc ≈ 10^19 cm^-3), large plasma extensions are hardly achievable. Therefore, the application of ultrashort laser pulses has become more popular in recent years, as they provide plasma generation via Multi-Photon-Ionization at moderate pulse energies [3–7]. The opacity problem is avoided by typical laser wavelengths in the NIR or UV [8], e.g., nc ≈ 2 × 10^21 cm^-3 at 800 nm.

The first approach to trigger lightning was to replace or extend an existing lighting rod by the laser filament near to the ground. As in this case, the last step of lightning is the emergence of an upward moving positive leader, most of the investigations have focussed on this type of leaders, e.g., using a bi-foci lens to produce a 2 m long plasma channel [5, 9]. However, in weakly focussed beams a dynamic balance of the nonlinear Kerr-effect and plasma generation [10–13] allows plasma channels at distances up to several kilometers [14]. Such filaments may be in contact with lightning leaders, 90% of which have negative polarity [15]. Therefore, negative discharges have raised much attention in the last years [4, 6, 16, 17].

In laboratory experiments the main property of negative discharges compared to the positive polarity is the existence of the so called space-stem, a propagating plasma that originates from negative streamers [18–21]. The space-stem acts as a source for both negative and positive streamers, branching towards both electrodes, and propagates towards the ground electrode in a self-reproducing way. When the space-stem has reached the ground electrode, the breakdown is initiated. For gaps greater than about 2 m the space-stem can transform itself into a space-leader whose positive leader head propagates towards the cathode [18, 20]. Therefore, the negative discharge develops stepwise by the connection of the space-leader to the electrode-leader. A stepped propagation is also observed for negative lightning leaders which exhibit similar mechanisms to laboratory discharges [20].

Previous experiments have shown that negative discharges can be guided and triggered by laser filaments in long air gaps up to 3.8 m [6]. Triggering is characterized by the reduction of the voltage inducing 50% breakdown probability (U50). Besides, negative and positive streamers have been observed at
the borders of a 5 cm long plasma channel in a 30 cm gap under negative voltage pulses [4, 22]. In this paper we present new experimental results about the triggering and guiding of negative discharges in gaps up to 4.5 m. Fast-frame camera pictures show the space-leader formation and the negative leader propagation for different configurations. Finally, taking into account earlier results obtained in [6], the influence of the space-leader formation on the achievable guided lengths will be discussed.

2 Experimental setup

The experiments were conducted using the Marx high-voltage generator of the Centre d’Essais Aéronautiques de Toulouse, France. This device delivered a voltage pulse of negative polarity up to 2.7 MV. Its rise time was 2 μs, and the fall time was about 50 μs. A plane (5 m height and 10 m width) ground electrode was placed perpendicular to the beam axis, while the high voltage electrode was a sphere with 8 cm diameter. The distance between both electrodes was adjusted from 2.3 m to 4.5 m.

Discharges were guided using the Teramobile [23, 24], a mobile laser system delivering pulses of 250 mJ energy with pulse durations down to 100 fs. The center wavelength was 800 nm and the repetition rate 10 Hz. The laser was installed inside the high-voltage facility, with its beam aligned with the electrodes. The laser beam was tangent to the HV electrode and went through a small hole drilled into the ground electrode to avoid ablation. The beam was slightly focussed (f ≈ 23 m) by a telescope so that the filaments covered the whole gap. The number of filaments was estimated to be 25 by applying a resistivity measurement technique as reported in [25]. This filament number is consistent with the observation of the beam profile on a screen [26]. The peak electron density is estimated to be 3 × 10\(^{16}\) cm\(^{-3}\) [25]. Typically, the filamentation started 1 m upstream from the high voltage electrode. A negative chirp was applied resulting in an initial pulse duration of 500 fs, as this led to the maximum triggering efficiency. The delay of the laser was varied between 1 μs before and 2.6 μs after the beginning of the high voltage pulse.

Fast-frame camera pictures and records of the voltage and current at the high voltage electrode were used to investigate the different steps of the discharge development, while still photographs allowed the determination of their geometrical characteristics.

3 Experimental results and discussion

We first characterized the regime far above the distance threshold for the formation of space-leaders [18–20] at a gap distance of 4.5 m. Figure 1 shows a set of fast-frame camera pictures (a), the corresponding records of the voltage and current (b) and a still picture (c) of a partially guided discharge triggered by the laser under these conditions. The peak voltage was 2.2 MV, and the laser was shot 1.2 μs after the beginning of the high voltage pulse. We checked that only triggered discharges could occur. No free discharge could be observed up to 2.7 MV, which was the limit of the generator performance. On the first fast-frame camera picture in Fig. 1a one can see that a space-leader has developed about 1 m away from the high voltage electrode, and its positive leader head propagates towards the cathode. The propagation velocity of the positive leader, averaged from 11 picture series, amounts to (2.4 ± 0.5) × 10\(^{6}\) m/s independent of the gap length. This is in line with previous measurements on guided leaders [5, 6]. After the connection of the space-leader to the electrode leader, the new leader head at the position of the space-leader continues its propagation towards the ground electrode, at first guided over some distance and then in a free propagation. The delay between the laser pulse and the first occurrence of the space-leader on the fast-frame pictures has been measured to be (800 ± 300) ns, averaged over seven shots at this gap distance.

The current oscillograms show that the connection of the space-leader to the electrode leader causes a strong cur-
rent pulse of about 1 kA, followed by a current rise lasting about 2 µs, until the final jump occurs [20, 21]. The corresponding charge consumption reached up to 400 µC m\(^{-1}\) before breakdown for guided space-leader discharges. This value is twice as much as for free discharges without space-leader formation, for which we measured (150 ± 30) µC m\(^{-1}\) at 3.4 m gap distance and a peak voltage of 2.3 MV \(\approx U_{50}\), in line with the value of 158 µC m\(^{-1}\) reported elsewhere [19].

As described above, space-leaders require gaps of about 2 m [18, 20]. In order to investigate the guided space-leader formation near to this threshold, the gap distance was reduced to 2.3 m. The peak voltage level was set to 2.0 MV \(\approx 1.2 \times U_{50}\) leading to a breakdown probability of 100% even without laser. The laser delay was set to 1.2 µs after the start of the voltage pulse. Under these conditions both unguided and guided discharges occurred, and we observed two competing processes with respect to the occurrence of space-leaders.

The first case (Fig. 2) is similar to the mechanism described above for the 4.5 m gap. However, probably due to the stronger electric field, the space-leader frequently starts to propagate towards the ground electrode, before the connection to the electrode leader has been established. Although the space-leader formation lies out of the limited time-window of the fast-frame camera, the delay between the laser pulse and this formation appears to be shorter than in the 4.5 m gap determined above, since it is below 450 ns.

In the second case (Fig. 3) the streamers and the space-stem entirely bridge the gap leading to the initiation of the

**FIGURE 2** (a) a sequence of fast-frame camera pictures for a triggered space-leader in a 2.3 m gap, (b) oscillograms of a space-leader discharge under similar conditions for a laser delay of 1.7 µs and (c) a still photograph of the discharge

**FIGURE 3** (a) a sequence of fast-frame camera pictures for a guided electrode leader in a 2.3 m gap, (b) oscillograms of a discharge with a guided electrode leader under similar conditions for a laser delay of 1.7 µs and (c) a still photograph of the discharge
final jump. This can be identified by the positive leader starting at the ground electrode (see Fig. 3a) and the increasing current marked in Fig. 3b. The negative electrode leader appears about 2.5 μs after the start of the voltage pulse on the fast-frame pictures (not shown). No space-leader develops in this case, but the leader can still be partially guided, as can be seen on the last but one camera picture in Fig. 3a.

Comparing the time scales in Figs. 2a and 3a, one notices that the space-leader occurs about 1.5 μs before the initiation of the final jump in the case of the guided electrode leader. This suggests that the space-stem and streamers interact with the plasma channel generated by the laser during their propagation to the ground electrode. The streamer to leader transition of a natural discharge is generally considered to result from electron detachment and heating of the electrons transported into the gap by the streamers [21, 27]. Therefore, the triggering of a space-leader could be explained by a contribution of the electrons of the filament to this process in the vicinity of the space-stem and its streamers. This may result in a thermal expansion of the filament during the first hundreds of nanoseconds after the laser, as reported on a smaller scale [28]. The smaller delay between the laser pulse and the space-leader formation at 2.3 m compared to the 4.5 m gap would then be explained by the higher level of the electric field. However, since the streamers are less luminous than the leader head, a camera with a higher dynamic range and spatial resolution would be required to reveal an interaction of the filament with the space-stem and streamers.

Also shown in Figs. 2b and 3b are the voltage and current records for both types of discharges indicating the different time scales and the absence of the current peak in the case where the electrode leader is guided.

The above results show that the laser is able to provoke a space-leader discharge if it is shot, before the final jump is initiated. In contrast to the observations on a small scale [4] the position of the space-leader does not necessarily correspond to the position of the guided part of the discharge (see Fig. 2).

**FIGURE 4** Parameters of the guided parts of the discharge in a 2.3 m gap at voltage levels of about 2.0 MV. The error bars indicate the standard deviation

Besides the streamer and leader propagation, the plasma lifetime [29, 30] is a key parameter for extrapolating the laboratory results to real-scale lightning control, because it limits the effective length of the plasma channel. This lifetime was estimated in two ways. Changing the laser delay relative to the voltage pulse in a 2.3 m gap (Fig. 4), we observed no triggered or guided event if the laser was shot more than 1 μs before the beginning of the voltage pulse, showing that the plasma channel has vanished within a few microseconds, before a sufficient electric field can be reached.

The second approach is based on the evaluation of the fast-frame camera pictures of the 4.5 m gap. As can be seen on Fig. 1a the space-leader propagates in the plasma channel first towards the high voltage electrode, until it connects to the electrode leader and then towards the ground electrode. This propagation begins \( t_d = 800 \text{ ns} \) after the laser pulse and occurs at a speed of \( v_p = 2.4 \times 10^6 \text{ m/s} \). Therefore, the guided length, which corresponds to the path propagated by the space-leader before the plasma channel has vanished, is \( x_g = v_p \left( t_p - t_d \right) \) where \( t_p \) is the plasma lifetime. It has been measured to be \( t_p = (1.3 \pm 0.4) \mu\text{s} \) from an average over seven events. The obtained plasma durations are much shorter than the 10 μs lifetime of the ionized channel observed for a stronger focus (\( f \sim 5 \text{ m} \)) [5].

However, Fig. 3a shows that the electrode leader can still be guided, although it develops more than 2.5 μs after the laser pulse, i.e., at a time beyond the free plasma lifetime. In fact, the leader follows the guided path of the streamer, which has propagated earlier, first freely, before the laser was shot, then guided by the filament. The statistics over 13 shots of guided electrode leaders show that the end of the guided part does not exceed a distance of 1.5 m downstream from the high voltage electrode. The streamer velocity can be estimated from the fast frame pictures to be not less than 0.7 \( \times 10^6 \text{ m/s} \). When the laser arrives 1.2 μs after the start of the voltage pulse, the streamers have propagated at least 80 cm into the gap. At this point, the streamer generated plasma is heated. If the heating is sufficient, a space-leader could be initiated. This is consistent with the fact that the space-leader is located at (1.0 ± 0.2) m downstream from the high-voltage electrode (averaged over 10 shots) independently from the gap length. If no space-leader is initiated, the streamers can interact with the laser filament during additional 70 cm on their way to the ground electrode if one considers a plasma lifetime of 1 μs as determined above. This leads to the observed limitation of 1.5 m for guided electrode leaders.

Figure 5 shows the guided lengths as a function of the gap length for laser delays between 0 and 2.6 μs. The data are averaged over all shots for which a space-leader can be seen on the fast-frame pictures. The guided length reaches 1.6 m for the 2.3 m gap and drops to about 1.2 m at 4.5 m gap length. The longer guiding for the 2.3 m gap can be explained by the reduced delay before space-leader formation, as described above (450 vs 800 ns). Figure 5 also displays results from earlier experiments with a laser delay between 2.4 and 5 μs in a sphere-plane gap with distances between 1.2 m and 3.8 m under negative voltage pulses with a rising time of 1.2 μs [6]. This shorter rising time further increases the delay between the high voltage max-
imum and the laser pulse. The experiments had been performed at moderate voltage levels so that all observed discharges were triggered by the laser. In these conditions the guided length increases linearly up to 2.4 m where a saturation seems to occur. Considering the plasma lifetime of 1 μs determined above, this suggests that the emerged electrode leader connects to the plasma channel without a delay as was observed for guided positive leaders [31]. The above condition of moderate voltage levels is essential to achieve optimum guided lengths, since at higher voltages the electrode leader is initiated before the laser. Therefore, the propagating electrode leader would connect to the filament at some point between the electrodes (see Fig. 3a): Then the discharge would be guided only from this point on.

4 Conclusion

We have studied the triggering and guiding of negative discharges with long plasma filaments in sphere-plane gaps from 2.3 m to 4.5 m. The laser is able to provoke a space-leader if it is shot, before the final jump is initiated. The plasma lifetime relevant for triggering and guiding of discharges is about 1 μs. In the case of space-leader formation this lifetime limits the guided length to the meter range due to the plasma lifetime relevant for triggering and guiding of discharges. If the electrode leader connects to the plasma channel, the results suggest that the guided lengths are limited to 2.4 m due to the plasma lifetime and a measured leader velocity of $2.4 \times 10^6$ m/s.

However, in view of real scale lightning applications of this technique, numerical modeling [8] as well as recent experimental results [17, 32] show that the plasma lifetime can be enhanced by propagating a second laser pulse along the filament, improving the effective length of the filament for guiding.

With regard to a fundamental understanding of the negative discharge development, further investigation, based on more statistical accumulation and sensitive camera devices, could help to reveal the processes leading to the occurrence of a space-leader, especially to observe directly an interaction of the space-stem and streamers with the laser produced plasma channel.
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Filaments of Light

Pulsed terawatt lasers create some surprising effects when shone through the air—including the channeling of light

Jérôme Kasparian

Next time you give a presentation about your research, take a close look at the laser pointer you’re holding in your hand. How big is the beam coming out of it? And how large is the spot that it forms? The answers will, of course, hinge on the particular laser pointer you’re wielding and the distance between podium and screen. Typical values might be a few millimeters for the beam as it exits the aperture of the pointer and a centimeter or so for the circle of light it casts across the auditorium. It takes only a smattering of physical intuition to guess the reason: Diffraction causes the beam to diverge. The actual cause may be a little more complicated, because some laser pointers include a lens that makes the light converge at a fixed distance from the tip, which leads the beam to spread out beyond this focal point—more so than if only diffraction had operated.

Imagine now that your laser pen packed a more powerful punch—say that the intensity of the beam was a whopping $10^{12}$ times that of a typical pointer. What then would the beam do as it crossed the room? (It’s clear enough what it’ll do when it hits the screen—quickly burn a hole). The answer, it turns out, is anything but intuitive. A laser of sufficient intensity traveling through air will—by itself—engineer a “Kerr lens.” For a laser with an 800-nanometer wavelength operating in air, a Kerr lens develops whenever the intensity of light is high enough. The result is the same as if you had shot the beam through a convex lens, which has more glass (with its high refractive index) at the center than at the margins. Physicists refer to this configuration, sensibly enough, as a “Kerr lens.” For a laser with an 800-nanometer wavelength operating in air, a Kerr lens develops whenever the beam power exceeds a few gigawatts.

The more a laser is focused by such a Kerr lens, the higher the intensity becomes. And as the intensity rises, the focusing gets even stronger, boosting the intensity of light still further. Eventually, something has to give—and it does. When the light intensity reaches somewhere between $10^{13}$ and $10^{14}$ watts per square centimeter, a nonlinear process called multiphoton ionization comes into play. The oxygen and nitrogen molecules in air are then able to absorb many photons at once, stripping electrons from their parent atoms, forming a plasma.

Although Kerr-lens focusing and the ensuing creation of plasma could, in theory, be brought about using a laser that operates continuously at extreme power levels, in practice, it proves much easier to achieve the necessary oomph using short bursts—the shorter the better. Common sense explains why: For a laser pulse of a given energy, the more limited the duration, the higher the peak intensity. So with the laser’s energy concentrated in a brief pulse, the focusing effect is strong even though the average power in the beam is modest.

There’s a second reason to use very short bursts: The ability of a laser to ionize the air remains high, but the average density of electrons created is low, allowing the beam to propagate through them. (Electron density will be relatively low when the pulses are too short to shoot the released electrons into nearby gas molecules, releasing more electrons, which then would bash into other molecules and so forth in a process called cascade ionization.) Electrons are present in sufficient numbers, however, to decrease the refractive index of the air containing them, which results in the equiva-
lent of a diverging lens and tends to defocus the beam.

Either phenomenon considered alone—the focusing of a Kerr lens or the defocusing induced by the electrons in a bleb of plasma—would prevent high-power laser pulses from propagating very far through the air. But it turns out that the two opposing effects can be made to balance, allowing the beam to travel over large distances without either diverging or collapsing. Instead, the energy is channeled along a narrow filament of light.

What happens when the intensity of laser light used is turned up higher than the critical value for filamentation to begin? You might guess that the light filament formed would become thicker and thicker, perhaps to the point of being better described as a “light rope.” But that is not what happens. Instead, several localized filaments emerge. That is, hiking the peak power of the laser pulses that are applied increases the number of filaments that result without notably influencing the individual intensity or the energy each filament carries.

Whether present singly or in bunches, these threadlike shafts of light exhibit another surprising property as well: Even though the laser used to create them produces essentially monochromatic light, each filament contains a broad range of wavelengths—what students of optics call “a white-light supercontinuum.” The transformation into white light is easy enough to understand once you realize that a pulsed laser doesn’t instantly switch on and off. Rather, the oscillatory electric and magnetic fields carried in each pulse gradually build to a maximum intensity and then diminish. That property alone explains some of the spectral broadening—basic physics dictating that the bandwidth of a pulse can be no less than the reciprocal of its duration. But that principle explains only a small part of the whitening effect. More important is the fact that the refractive index of the air containing the pulse is proportional to the intensity of the light. So where the intensity of light is highest (in the middle of the pulse), so is the refractive index, which causes the highest intensity light waves to be retarded with respect to the lower intensity waves that travel ahead and behind. The result is a distortion to the pulse envelope and the creation of light that contains both longer and...

Figure 1. A laser projecting very intense pulses of light through the atmosphere is able to induce some intriguing optical effects. Here the beam of such a laser is manipulated to focus high in the atmosphere. Although the beam from a less powerful laser would diverge above this point, when the radiation is sufficiently intense, nonlinear processes in the atmosphere channel the light into many parallel filaments, which convey the light farther upward while scattering a portion of it back toward the ground. Unlike the infrared beam from which it originates, these filaments of light contain a wide range of colors, making them visible to the naked eye. (Photograph courtesy of Carsten Wedekind.)
shorter wavelengths than what the laser itself puts out. The range of different wavelengths that arise from this and other nonlinear effects makes the illumination essentially white.

As if the existence of narrow filaments and their ability to generate white light weren’t bizarre enough, another surprising phenomenon has been found to take place: A significant part of the white-light supercontinuum appears to be emitted backward! This back-directed light is the result of partial self-reflection of the forward-traveling beam, which experiences changes in refractive index along the axis of the filament as a result of the focusing and defocusing taking place. And just like with the beam of a flashlight shone on a double-glazed window, each change in refractive index produces a partial reflection.

Stepping Out

The laser-research consortium that I coordinate was established in 1999, when French teams led by Jean-Pierre Wolf at the Laboratoire de spectrométrie ionique et moléculaire (part of the Université Claude Bernard Lyon I) and André Mysyrowicz at Laboratoire d’optique appliquée (part of the École polytechnique in Palaiseau) joined forces with German groups led by Ludger Wöste at the Freie Universität Berlin and Roland Sauerbrey at the Friedrich Schiller Universität in Jena, Germany. Our aim was to create an experimental laser that could be brought into the field to study how light filaments propagate over greater distances than one can possibly arrange in the lab and to develop ways to use them for probing the atmosphere.

A laser of this sort allows for the remote examination of gaseous or aerosol pollutants released, say, from automobiles or industrial installations. And it can be used to study the formation of water droplets in clouds.

It was clear early on that pursuing such investigations demands mobility, yet the high-power pulsed lasers then available took up most of a room—not something one could easily pack up and move. The solution was to install a laser of this type in a standard 20-foot-long freight container, which could be carried by truck (or by ship) as needed anywhere in the world and operated even in adverse weather conditions. We call this portable terawatt laser system the “Teramobile.”

The laser we use is quite sophisticated. It sends out short pulses of infrared light (800-nanometer wavelength) 10 times per second. Each pulse is only 70 femtoseconds (70 millionths of a nanosecond) long when it exits the laser and carries 350 millijoules of energy. The peak power works out to 5 terawatts (5 × 10¹² watts). My colleagues and I have been experimenting with this laser for several years, working mostly on schemes for measuring the composition of atmospheric trace gases as well as the abundance and nature of aerosol particles.

Several optical techniques for probing such properties of the atmosphere already exist, methods that go by such complicated names as “Fourier-transform infrared spectroscopy,” “differential optical absorption spectroscopy” and “light detection and ranging” (lidar). The Teramobile laser adds the possibility of carrying out such studies using one or more white-light laser filaments instead of the usual sources of light—ordinary (monochromatic) lasers or in some cases the natural illumination that the Sun or Moon provides.

Although laser filaments do not suffer the diminution in intensity that accompanies the spreading of a conventional laser beam, members of the Teramobile team were concerned at the outset of our investigations that these narrow channels of light might easily be blocked by raindrops or atmospheric dust. So we carefully
studied the interaction of light filaments with such aerosol particles, introducing droplets of various sizes into the light path. It turned out that our worries were unjustified. We discovered that opaque droplets as large as 100 micrometers in diameter do not obstruct the propagation of a light filament, although they are about as large as the filament itself. At the same time we were doing these studies, See Leang Chin and his coworkers at the Université Laval in Québec, found that a laser filament cannot be sent through a hole, even one that is several times the diameter of the filament.

This counterintuitive result is explained by the fact that a filament of light is not simply a tube through which all the photons flow; rather, it reflects a dynamic balance within the much more diffuse beam that surrounds it, something I like to call a “photon bath,” which acts as an energy reservoir feeding the filament when it encounters an obstacle. Thus, blocking the propagation of a filament in one place naturally spawns a new filament elsewhere within the wider beam. Numerical simulations by Jerome V. Moloney and his coworkers at the University of Arizona and by Luc Bergé at Commissariat à l’énergie atomique (CEA, the French atomic energy agency) in Bruyères le Châtel show this effect well.

Light filaments sent into the sky can thus traverse a cloud so long as the accompanying photon bath makes it through. Small-scale laboratory tests had suggested that laser filaments should be able to pass through a typical cumulus or stratocumulus cloud without being visibly affected. My colleagues and I found similar results when we scaled up the experiment using the Teramobile beam and an open cloud chamber producing a 10-meter-long cloud of 1-micrometer droplets. Light filaments were visible exiting the fog, even for a concentration of almost 100,000 droplets per cubic centimeter, meaning that one filament must have hit an average of 2,000 droplets for each meter it traveled.

**Up, Up and Away**

To determine whether filaments of light could indeed penetrate high into the atmosphere, the scientists on the Teramobile project did the obvious: We tried it. After directing the Teramobile laser vertically upward, we studied the beam from the ground using the 2-meter-diameter astronomical telescope at Thüringer Landessternwarte in Tautenburg. Because the laser was located some distance from the telescope, we were able to obtain side-on images of the beam by virtue of Rayleigh scattering (the scattering of light off air molecules, which among other things causes the sunlit sky to appear blue). The pictures we took also revealed the pattern cast by the beam when it impinged on the bottom of clouds or layers of diffuse haze. These experiments,
which were carried out in 2002, demonstrated for the first time an ability to bring light to a tight focus as far as 2 kilometers away from the laser source, at which point distinct filaments can propagate for hundreds of meters. And although the reach of these high-intensity filaments is currently limited to such distances, the Teramobile laser is able to throw diffuse white light as high as 18 kilometers—that is, well into the stratosphere.

Having such a far reach holds great promise for probing the physical and chemical makeup of the atmosphere. Investigators have long applied lasers for this purpose, often using one or more refinements to the basic lidar technique, whereby a pulsed laser is directed into the air, and the backscattered light is measured as a function of time. Performing these measurements with a temporal resolution of, say, between one and ten nanoseconds provides a depth resolution of a few meters or less. Such observations, which are often obtained while sweeping the beam from side to side, allow for the construction of three-dimensional maps of atmospheric aerosols or trace gases.

Currently, the most popular way to detect such gases (often pollutants) remotely is a technique called DIAL, shorthand for “Differential Absorption Lidar.” The strategy is to compare the lidar signals obtained at two slightly different wavelengths, one being set exactly to an absorption line in the spectrum of the pollutant under scrutiny. Seeing a diminution in the amount of light returned at that wavelength but not at a slightly different wavelength attests to the presence of the targeted trace gas and rules out the possibility that something more mundane (say, clouds or haze) had obscured the light scattered back toward the observation station.

The problem with the DIAL method is that it can only be used to map trace gases that exhibit a narrow absorption line that is free of interference from the absorption spectra of other atmospheric components. This requirement limits its application severely. Worse, the need to tune the laser wavelength exactly to the absorption line makes it impossible to measure more than one pollutant at a time. And it makes DIAL blind to the presence of an unanticipated pollutant. Using the Teramobile laser or its equivalent for lidar should provide a better way to probe the sky, because the telescope can then gather light containing many wavelengths, not just one or two, and the resulting absorption spectra would reveal a wealth of information about the air this light passed through.

A similar tactic could one day be applied, for example, to characterize the nucleation of water droplets and their subsequent maturation in clouds. Measurements of droplet growth and density could allow meteorologists to forecast when rain or snow will form, or this information could be used to determine how much of the sunlight falling on a given cloud reflects back into space. Why use a ground-based laser for such investigations? Droplet nucleation and growth take place over just a few tens of minutes, so making the required measurements from research aircraft is generally too expensive to consider, and weather-balloon soundings are typically too infrequent to provide helpful observa-

Figure 6. Although only a narrow range of infrared wavelengths (white band) are present originally in the beam from the author’s terawatt laser, the temporal Kerr effect broadens the spectrum considerably (red dots).
tions. Optical remote-sensing techniques are clearly the most straightforward avenue for conducting such research, and the capabilities of the Teramobile laser in its white-light lidar mode are quite promising in this regard.

**Bug Zapper Extraordinaire**

The fact that the Kerr effect can transform a high-power infrared laser into a remote source of white light opens the door to a number of exciting applications. For example, the tendency for some of the light to be reflected backward suggests that we could create an artificial “guide star” for use in adjusting astronomical telescopes equipped with adaptive optics. But there are other nonlinear optical effects of the Teramobile laser that can be exploited as well. One is something called multiphoton fluorescence.

In normal fluorescence, a substance, say the phosphor powder that coats the inside of a fluorescent lamp, absorbs high-energy photons (typically in the ultraviolet) and releases lower-energy photons (having, usually, visible-light wavelengths). In multiphoton fluorescence, two or more low-energy photons are absorbed simultaneously, raising an electron’s energy level enough to allow a single high-energy photon to be given off when the electron returns to its original state. But because the chance of an atom absorbing two photons at once is quite low, light of very high intensity (that is, containing a very large number of photons) is needed. The pulsed Teramobile laser provides just such light, which proves a great boon for remotely sensing certain compounds using the phenomenon of multiphoton fluorescence.

In a 2002 experiment, my colleagues and I showed that the Teramobile beam and detection apparatus could sense biological aerosols at a distance. The motivation was to be able to map a cloud, say, of bacteria (perhaps given off during some industrial mishap or even a biological attack) and to identify potentially pathogenic agents among the various background atmospheric aerosols, among which may be more mundane organic particles such as soot or pollen.
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**Figure 8.** In an experiment to test how well the Teramobile system works when the air is not clear, an artificial cloud of water droplets was formed within this 10-meter-long pipe. To the delight of the author and his colleagues, the droplets did not block the propagation of light filaments. Why not? Although such droplets may extinguish a filament in one position, the scattered photons then contribute to the formation of a new filament elsewhere. (Photograph courtesy of Alexis Graté/DAVM/Université Lyon 3.)
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**Figure 9.** In 2002, the Teramobile laser was used to probe a cloud of water droplets that were laced with the biomolecule riboflavin so as to mimic the biological aerosols that might be released, say, in an accident or a terrorist attack. Spectral measurements of the light returned from the cloud (left) easily distinguish it from an equivalent cloud made of ordinary water droplets (right). Although lower-power lasers could also be used to detect biological aerosols in this way, they would have to emit light with a shorter wavelength and would thus be more prone to attenuation, limiting the distance over which they could operate.
Our test used water droplets sized to mimic bacteria and laced with the compound riboflavin, which fluoresces at visible wavelengths when it absorbs two infrared photons, producing a characteristic spectrum in the backscattered light. The experiment, carried out on a cloud located about 45 meters from the Teramobile laser, showed that it was easy to distinguish such a plume from a cloud of pure water droplets. With refinement, this technique could, potentially, be quite sensitive. We calculated that a laser tuned to excite two-photon fluorescence in the amino acid tryptophan would boost sensitivity by a factor of 10, allowing concentrations of as little as 10 bacteria per cubic centimeter to be detected 4 kilometers away. Although lidar systems based on normal fluorescence could also be used to probe for biological agents, the laser employed would have to operate at a shorter wavelength and thus be more prone to attenuation, limiting the distance over which it could function effectively.

The ability of laser filaments to deliver high-intensity light at substantial distances also opens the door to other very interesting applications. For example, it becomes possible to conduct elemental analyses of the surfaces of metals, plastics, minerals or liquids from an appreciable distance, using a variation of a technique called laser-induced breakdown spectroscopy. For that, a powerful laser is focused on the material of interest, causing some of it to be transformed into plasma. The emission spectrum of the glowing plasma can then be analyzed, revealing the nature of the substrate, with a detection limit that can be as little as a few parts per million for some elements. This method is currently used for such applications as the identification of highly radioactive nuclear waste and for monitoring the composition of molten alloys, because the tests can be performed without having to touch the sample. Imagine being able to do such probing from a large distance away! Normally, diffraction limits the intensity of light that can be focused on a remote target. But laser filaments can deliver intensities that are higher than the ablation threshold of many types of materials, at distances of hundreds of meters or even kilometers.

Another application under investigation may prove more spectacular yet—the control of lightning strikes. Lightning has always fascinated people, in part because of its unpredictable nature and destructive power—qualities that make these electrical discharges very difficult to study. Investigators from Electricité de France and CEA partially overcame those obstacles in the 1970s, when they developed a technique to trigger lightning on command using small rockets trailing thin wires. If shot upward at the right moment, the rockets and the wires they unspooled behind them served to initiate and channel the flow of electric current.

One outgrowth of this work was the idea of using a high-intensity laser to ionize air along the beam, thus forming a conducting channel of plasma that could replace the rocket-hoisted wires. The first attempts, mounted in the 1970s and '80s, used lasers that produced nanosecond-long pulses. Those experiments were unsuccessful, however, because the plasma created by such lasers is largely opaque, which keeps the beam from extending a conductive path very far. But recently this field of research has seen renewed interest, because lasers can now provide higher intensities in shorter pulses, thereby avoiding the severe absorption that would otherwise occur. In particular, the team of Henri Pépin (Institut national de la recherche scientifique) and Hubert P. Mercure (Hydro-Québec) in Montreal have obtained quite promising results, using pulsed lasers to trigger and guide high-voltage discharges over several meters in the laboratory.

Spectacular experiments with the Teramobile system, installed in a high-voltage facility at the Technische Universität Berlin, showed that laser filaments can trigger and guide electric discharges over distances exceeding 4 meters. Moreover, the breakdown voltage is typically reduced by 30 percent. My colleagues and I have also shown that rain (or rather simulated rain) does not prevent the laser filaments from triggering these huge sparks. Research now focuses on the possibility of extending the lifetime of the plasma and increasing the length over which it is able to guide a discharge. Although the control of real lightning remains science fiction for the moment, recent progress in laser technology has brought this three-decade-old dream much closer to reality.
Over the past few years, the capabilities of terawatt-class lasers have improved markedly, while size and cost have come down. At the same time, physicists have made great strides in understanding the nonlinear propagation of these high-power laser pulses in air. The rapidity of this progress suggests that Teramobile-type lasers, or systems like it, might soon be used widely, not just by scientists in the course of their research but for any number of military, commercial or public-safety applications.
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Fluctuations of the white-light supercontinuum produced by ultrashort laser pulses in self-guided filaments (spatiotemporal solitons) in air are investigated. We demonstrate that correlations exist within the white-light supercontinuum, and that they can be used to significantly reduce the laser intensity noise by filtering the spectrum. More precisely, the fundamental wavelength is anticorrelated with the wings of the continuum, while conjugated wavelength pairs on both sides of the continuum are strongly correlated. Spectral filtering of the continuum reduces the laser intensity noise by 1.2 dB, showing that fluctuations are rejected to the edges of the spectrum. © 2006 American Institute of Physics. [DOI: 10.1063/1.2216402]

Considerable interest has recently been devoted to quantum optics and nonlinear effects in transparent media. Second order nonlinearity ($\chi^2$) processes in parametric generators have been the model of choice in this respect, where both photon correlation and squeezing were first demonstrated. Recent studies showed that both phenomena also occurred for temporal solitons in optical fibers. The origin of the correlations in the generated continuum is intrinsic to the ($\chi^2$) self-phase-modulation process. For sufficient laser intensity, self-organized spatiotemporal solitons form even in the air. These self-generated light filaments propagate over several hundreds of meters and give rise to an exceptionally broad continuum. In this letter, we report the observation of both spectral correlations in the continuum and laser noise reduction for filaments propagating in air. These results, which remain in the classical domain of correlations and noise reduction, open perspectives for high precision remote measurements of atmospheric molecules or for the transmission of encrypted information. For instance, water vapor concentration and atmospheric temperature profile measurements require a precision better than 1% to be useful for global warming models. A significant source of noise in light detection and ranging (LIDAR) measurements, besides atmospheric fluctuations, is laser noise. A low noise broadband laser covering several absorption bands of H$_2$O would therefore be an ideal source for such measurements (the carrier wavelength would then be slightly shifted to 830 nm).

Filaments arise in the nonlinear propagation of ultrashort, high-power laser pulses in transparent media. They result from a subtle balance between Kerr-lens focusing and defocusing by self-induced plasma. In the atmosphere, filaments have been observed over several hundreds of meters, up to a few kilometers away from the laser source, even in perturbed conditions such as clouds or turbulence. These properties open the way to atmospheric applications, such as LIDAR remote sensing, laser-induced breakdown spectroscopy (LIBS), lightning control, or free space communications. Up to now, filamentation has been studied extensively, but only from the classical point of view. Quantum optics of both self-guiding and white-light generation by self-phase modulation (SPM) and the resulting correlations in the spectrum of the white-light continuum have not been described so far. Here, we demonstrate that correlations exist within the white-light supercontinuum, and that they can be used to significantly reduce the laser intensity noise by filtering the spectrum. These results on nonlinear optics in the air show that, even at very high intensities, the broadened spectrum is the result of interactions of the type $\omega_1 + \omega_2 = \omega_3 + \omega_4$, which are the origin of the observed correlations. In particular, in the first phase of the spectral broadening process, the most intensity is at $\omega_0$, and we expect correlations for $2\omega_0 = \omega_1 + \omega_2$.

The experimental setup is depicted in Fig. 1. A chirped pulse amplification (CPA) Ti:sapphire laser system delivered 200 fs pulses of typically 1 mJ, at 22.5 Hz repetition rate. The central wavelength of the laser was set at 805 and 817 nm depending on the alignment, with an initial band-
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FIG. 1. (Color online) Low loss experimental setup used for the measurement of correlations within the light supercontinuum generated by filaments.
width of 8 nm. The beam was focused by a spherical mirror of 5 m focal length, yielding a nonlinear focus (filament onset) \( \sim 3 \) m downstream of the spherical mirror: This nonlinear focus was defined as origin of the propagation axis \( (z = 0) \). The filament length was \( \sim 4 \) m. At \( z = 10 \) m, the continuum generated by the filament was dispersed by a diffraction grating (order 1 blazed, efficiency of 0.9 at 810 nm), and two photodiodes (quantum efficiency of 0.93 at 810 nm) selected two specific spectral channels (9 nm bandwidth). The correlation coefficient between these two wavelength channels was numerically evaluated for each time series (5000 shots). Reference conditions without nonlinear propagation were obtained by using a plane mirror instead of the spherical one in order to avoid filamentation.

In a second experiment, the filament was scattered on an achromatic target and analyzed by a spectrometer (1 nm resolution) between 785 and 845 nm. We recorded 5000 spectra, normalized them to unity and used them to compute the cross-correlation map across the spectrum. In a third experiment, we directly measured the laser intensity noise reduction factor. For this, we used the “low loss” grating setup and a single photodiode recorded a 20 000-shot time series. In this first experiment, we directly measured the laser intensity noise reduction within the continuum. The green line corresponds to the wavelength pairs that satisfy the relation \( 2/\lambda_0 = 1/\lambda_1 + 1/\lambda_2 \) with \( \lambda_0 = 815 \) nm.

As expected from the quantum point of view, where two photons at the fundamental wavelength \( \lambda_0 \) are converted into a pair of photons at wavelengths \( \lambda_1 \) and \( \lambda_2 \), with \( 2/\lambda_0 = 1/\lambda_1 + 1/\lambda_2 \), a strong correlation \( \langle C_\lambda \rangle = 0.85 \) is observed at the conjugate wavelength of the fixed wavelength. In contrast, the fundamental, which is depleted when the white light is generated, is anticorrelated \( \langle C_\lambda \rangle = -0.4 \). The typical number of photons measured in the experiment is \( 10^8 \) per shot. In order to determine whether the correlations are classical or quantum, we evaluated the “Gemellity Factor”:

\[
G = (F_1 + F_2)/2 - \sqrt{C_{12}F_1F_2} + (F_1 - F_2)^2/4,
\]

where \( F_1 \) and \( F_2 \) are the Fano factors of the two wavelengths, i.e., the ratio of the signal noise at the considered wavelength over the shot noise. \( G \) amounts to \( 10^7 \), i.e., much greater than unity, for any wavelength pair within the 760–844 nm range. Hence, although the number of detected photons is moderate and the losses in this first experiment are limited, the observed correlations are classical and represent the correlation between the instantaneous fluctuations of the different photon fluxes.

The occurrence of correlations within the spectrum was further confirmed by considering the whole map of cross correlations (Fig. 3), as obtained from the second setup, which involves high losses. In this experiment, \( \lambda_0 = 815 \) nm. Positive correlations are observed in regions corresponding to nearly conjugated wavelengths, as well as in the trivial case of \( \lambda_1 = \lambda_2 \) axis. In contrast, negative correlations form a dark cross centered on the fundamental wavelength. In other words, the generation of the white-light photons requires a depletion of the fundamental photon number. It is interesting to notice that structures (lines) appear in the map, in both the positive and the negative correlation regions. This behavior can be interpreted as cascades of four-photon mixing processes, where one (or both) of the conjugated wavelengths are involved in a consecutive process, destroying the initial correlations. Moreover, the probability of cascading depends on the spectral intensity, which is related to the broadening itself.

Spectrally filtering the supercontinuum around \( \lambda_0 = 805 \) nm (785–820 nm) and comparing the intensity fluctuations between the filamenting and the reference (linearly propagating) beams (setup 3) demonstrated a reduction of the intensity noise power (i.e., the variance of the recorded photocurrent) by 1.2 dB. In contrast, a spectral range restricted to one side of the fundamental wavelength \( \lambda_0 \) (814–849 nm) yielded no noise reduction. As observed in the case of fibers, SPM rejects the fluctuations to the edges of the spectrum.

Considering the very high intensity involved to generate filaments in air, these results are particularly unexpected. In particular, it is remarkable that the presence of the self-induced plasma, which stabilizes the filamentation process, has no significant effect on the correlations in the spectrum.

As a conclusion, we have demonstrated that the broadband continuum generated by spatiotemporal solitons propagating in air (filaments) exhibits strong correlations. Although obtained at very high intensities, these correlations are the scars of quantum four-photon interactions. As fluctuations are rejected to the edges of the spectrum, spectral
filtering of the continuum allowed a reduction of the laser intensity noise by 1.2 dB, still well above the shot noise. Moreover, the characteristics of the spectral filter were not optimized in this demonstration experiment, and higher compression ratios can be expected. These results might open a new range of applications, such as high precision LIDAR measurements of atmospheric pollutants or transmission schemes in optical communications.

The authors gratefully acknowledge H. Zbinden (Université de Genève), C. Fabre (ENS, Paris), and G. Leuchs (Universitaet Erlangen) for very fruitful discussions.
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The authors demonstrate optimal control of the propagation of ultrashort, ultraintense (multiterawatt) laser pulses in air over distances up to 36 m in a closed-loop scheme. They optimized three spectral ranges within the white-light continuum as well as the ionization efficiency. Optimization results in signal enhancements by typical factors of 2 and 1.4 for the target parameters. The optimization results in shorter pulses by reducing their chirp in the case of white-light continuum generation, while they correct the pulse from its defects and set the filamentation onset near the detector as far as air ionization is concerned. © 2006 American Institute of Physics.
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When propagating in air, high-power ultrashort laser pulses undergo filamentation. Filaments result from a dynamic balance between Kerr-lens focusing and defocusing by self-induced plasma generation. In the atmosphere, filaments have been observed up to a few kilometers away from the laser source. They can be generated and propagated even in perturbed conditions such as clouds or turbulence. Their ability to generate a “white-light laser” by self-phase modulation (SPM) as well as long conducting plasma channels opens the way to atmospheric applications.

The possibility of controlling to a certain extent the basic features of the propagation of ultrashort laser pulses has been demonstrated recently. Besides the long-known effect of an initial focusing of the beam, the effects of the initial pulse chirp, spatial filtering, beam profile, pulse energy, initial focus, and polarization have been investigated. However, since numerical simulation of the propagation of high-power, large-diameter laser pulses is time consuming, it is generally not possible to define the best laser conditions to optimize a specific property of the filaments. The advent of spatial light modulators (SLMs) and acousto-optical modulators made a target optimization of ultrashort laser pulses possible by addressing their spectral components independently, applying specific phase shifts or modulating their intensities. This ability was applied for coherent control of atomic and molecular interactions.

Since the large number of parameters at play in such optimization prevents in most cases any explicit calculation of the optimal pulse shape, nondeterministic algorithms such as genetic algorithms are widely used to maximize or minimize a predefined experimental parameter. In return, the optimal shape found by the algorithm is often considered to bear information about the physical process at play.

The spectral amplitude and phase dependence of the pulse is expected to affect the filamentation process via different mechanisms.

(1) The envelope intensity profile determines the nonlinear focusing process of the beam.
(2) Propagation in air induces group velocity dispersion, which can be precompensated by spectral phase control.
(3) SPM originates from the intensity variations within the laser pulse envelope. A shaped pulse with steeper intensity fronts will therefore experience a more efficient energy conversion into the white-light continuum.
(4) Multiphoton ionization of air molecules is sensitive to the spectral and temporal pulse characteristics; hence the control of these parameters may result in a change in the dynamic balance between Kerr effect and plasma defocusing, affecting the filamentation process itself.
(5) Retarded Kerr effect might also play a role in the optimal pulse shape.

Notice, moreover, that pulse shaping and closed-loop optimization could also be used to improve the selectivity of multiphoton-excited fluorescence lidar for bioaerosol detection or remote laser induced breakdown spectroscopy in the future.

Recently, the use of closed-loop optimization to set the position of filaments in dye-doped water or the yield of second-harmonic generation was reported. In this letter, we demonstrate the optimal control of the propagation of ultrashort, ultraintense (multiterawatt) laser pulses in air over distances up to 36 m. We independently optimized three spectral regions within the white-light continuum as well as the ionization efficiency. We show that the optimized pulse shapes retrieved after the optical and the air-ionization measurements bear the signatures of the different physical mechanisms at the basis of the two processes.

The experiments were performed using the Teramobile laser, which delivered 150 fs pulses of 210 mJ centered around 785 nm at a repetition rate of 10 Hz. Light from the supercontinuum was scattered on a neutral diffusive screen located 36 m away from the laser and focused onto a photo-multiplier by a 20 cm telescope installed close to the laser in a lidar configuration. The signal in three different spectral bands (360±5, 400±5, and 500±5 nm) was the optimizing
variable in the optical experiments. Alternatively, optimizations were performed on the electron density, recorded by sonometric measurements, after 28 m propagation of the laser beam. In both experiments, the signal was averaged over 50 shots.

Closed-loop optimizations were performed using a genetic algorithm and a liquid crystal SLM (2×128 pixels, CRI) placed in the Fourier plane of an afocal 4-f setup. The SLM provides a high-resolution spectral shaping of the pulse, but its intrinsic low damage threshold imposed to set it between the stretcher and the regenerative amplifier of the chirped pulse amplification (CPA) laser chain. In this configuration, the amplification distorts the pulse shape applied to the SLM. However, this does not prevent the optimization, since the closed-loop algorithm suppresses the need for an explicit knowledge of the pulse behavior after it leaves the pulse shaper. Instead, the pulse distortions imposed by the amplification are part of the system to optimize. The pulse shaper was used exclusively to control the spectral phase, allowing maximal transmission of the light on each pixel. To reduce the search space, neighboring pixels were binned in sets of 4, resulting in 32 effective pixels. At each generation, 30 individuals were investigated. To correct for possible drifts of the laser or the atmosphere along the optimization process, a reference signal (unshaped pulse) was recorded at the end of each generation.

Convergence to an optimum pulse shape was achieved after typically 40–60 generations and resulted in an increase in the signal compared to that generated by the reference pulse, for all optimizations performed. The enhancement factor was typically 2 (with a single event yielding a factor of 5) for white light and 1.4 for ionization. As shown in Fig. 1, in the case of the white-light continuum, convergence is achieved in spite of very significant variations of the reference signal over time, showing that the genetic algorithm is able to learn even in a noisy environment. Here, the noise is mainly due to the fluctuations of the 10 Hz laser system, although drifts in the atmosphere also play a role. We checked that repeated optimizations of the same parameter yield comparable results.

Optimizing the white-light continuum (e.g., at 360 nm) from a slightly chirped pulse mainly results in a quadratic phase partly correcting this chirp [see dotted lines in Figs. 2(a) and 2(b)] at the output port of the laser. The chirp is characterized by the slope of the pulse ridge in the time-frequency plane of the Wigner plot. The larger slope of this ridge in the optimized pulse, corresponding to a faster sweep of the wavelengths within the pulse, is the signature for a shorter, less chirped pulse. However, the optimization does not only correct a chirp but instead yields a rich pulse shape [Fig. 2(b)], which was observed to yield up to 20% more signal than could be obtained by tuning the grating compressor to optimize the chirp correction. Maximizations of the white light at all wavelengths considered yield similar phase masks (i.e., the same optimal pulses), resulting in comparable relative signals at different wavelengths and similar spectra of the continuum around the fundamental (between 600 and 900 nm). This latter observation is unexpected, since different pulse shapes would result in different intensity gradient within the pulse envelope and hence in different broadening by SPM. The fact that similar pulse shapes maximize both the generation of the 400 nm and other wavelengths within the continuum indicates that all wavelengths are generated by SPM, while any possible contribution from second-harmonic generation (SHG) to the signal at 400 nm is negligible, even on the surface of the screen, where inversion symmetry is broken so that SHG is not forbidden. Note that our result contrasts with that obtained in the bulk, where, e.g., Schumacher demonstrated the independent optimization of different wavelengths within the supercontinuum. The difference stems from the fact that filamentation is a much more complex process than only SPM in bulk media, as it invokes stabilization of different nonlinear effects such as plasma generation.

In contrast to the optimization of the white-light generation, the optimized pulse for ionization is stretched compared to the initial pulse [Figs. 2(c) and 2(d)], resulting in a longer pulse (800 fs instead of 150 fs typically), as can be seen from the broader extent of the pulse along the temporal axis in the optimized pulse [Fig. 2(d)]. The resulting lower peak power pushes the filament onset away from the laser output. As shown in Fig. 3, the number of filaments increases steeply at the location of the microphone, which is consistent with our previous observation that the sound is maximal at the beginning of the filaments. In other words, the genetic


FIG. 2. Normalized Wigner plot of the pulse before (a) and after (b) maximization of the white light at 360 nm, and before (c) and after (d) maximization of the electron density in the filaments. Initial pulses are retrieved from SHG-FROG measurements, while optimized pulses are retrieved from the initial pulses by simulating the geometry of the pulse shaper. Panels (a) and (c) differ because of day-to-day laser fluctuations. The gray scale given on the left is common to all plots.
algorithm maximizes the plasma generation by maximizing the number of filaments at the location of the detector and setting their onset in this region. Indeed, the filament number increases by a factor of 1.7, close to the factor of 1.4 observed for the ionization signal. This is accomplished essentially by adjusting the chirp and correcting for the discrepancies from a Fourier-transform limited pulse. Moreover, further coherent control enhancing the multiphoton ionization of the air at the onset of the filaments may stem from the complex structure of the Wigner plot of the optimized pulse [Fig. 2(d)]. The change in the filament onset is consistent with the positions observed for chirped pulse of similar duration.

In conclusion, we have demonstrated the optimization of nonlinear processes occurring over long distances in the propagation of multiterawatt laser pulses. Both the generation of visible wavelengths within the white-light continuum and the ionization efficiency at a fixed distance were increased by a factor of 2 and 1.4, respectively, by using optimal control procedures. Although the observed enhancement factor is modest compared to both other results in laboratory conditions and the needs for practical applications, our results demonstrate that pulse shaping can still be performed with high-energy laser pulses, even in relatively unfavorable conditions, including a noisy system and low repetition rate limiting the number of available laser shots per acquisition and hence the number of free parameters.

Nevertheless, the analysis of the optimized shapes shows that optimization of the white-light continuum is achieved by cleaning the pulse shape. Optimizing specific wavelengths within the white-light continuum results in optimizing the whole continuum. On the other hand, optimizing the ionization level at a specific distance mainly results in moving the filamentation onset close to the target location. This finding agrees with the previous observation that electron density decreases along the filament length. Optimizing white-light continuum generation or air ionization within the filaments can be very advantageous for a wide range of applications, including lidar remote sensing, remote light induced breakdown spectroscopy, or the control of high-voltage discharges or lightning.

This work has been performed within the Teramobile project, funded jointly by the CNRS, DFG, as well as the French Agence Nationale pour la Recherche under the Grant No. NT05-1_43175. The Teramobile web site is www.teramobile.org.
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The authors demonstrate optimal control of the propagation of ultrashort, ultraintense (multiterawatt) laser pulses in air over distances up to 36 m in a closed-loop scheme. They optimized three spectral ranges within the white-light continuum as well as the ionization efficiency. Optimization results in signal enhancements by typical factors of 2 and 1.4 for the target parameters. The optimization results in shorter pulses by reducing their chirp in the case of white-light continuum generation, while they correct the pulse from its defects and set the filamentation onset near the detector as far as air ionization is concerned. © 2006 American Institute of Physics.
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When propagating in air, high-power ultrashort laser pulses undergo filamentation. Filaments result from a dynamic balance between Kerr-lens focusing and defocusing by self-induced plasma generation. In the atmosphere, filaments have been observed up to a few kilometers away from the laser source. They can be generated and propagated even in perturbed conditions such as clouds or turbulence. Their ability to generate a “white-light laser” by self-phase modulation (SPM) as well as long conducting plasma channels opens the way to atmospheric applications.

The possibility of controlling to a certain extent the basic features of the propagation of ultrashort laser pulses has been demonstrated recently. Besides the long-known effect of an initial focusing of the beam, the effects of the initial pulse chirp, spatial filtering, beam profile, pulse energy, initial focus, and polarization have been investigated. However, since numerical simulation of the propagation of high-power, large-diameter laser pulses is time consuming, it is generally not possible to define the best laser conditions to optimize a specific property of the filaments. The advent of spatial light modulators (SLMs) and acousto-optical modulators made a target optimization of ultrashort laser pulses possible by addressing their spectral components independently, applying specific phase shifts or modulating their intensities. This ability was applied for coherent control of atomic and molecular interactions. Since the large number of parameters at play in such optimization prevents in most cases any explicit calculation of the optimal pulse shape, nondeterministic algorithms such as genetic algorithms are widely used to maximize or minimize a predefined experimental parameter. In return, the optimal shape found by the algorithm is often considered to bear information about the physical process at play.

The spectral amplitude and phase dependence of the pulse is expected to affect the filamentation process via different mechanisms.

(1) The envelope intensity profile determines the nonlinear focusing process of the beam.
(2) Propagation in air induces group velocity dispersion, which can be precompensated by spectral phase control.
(3) SPM originates from the intensity variations within the laser pulse envelope. A shaped pulse with steeper intensity fronts will therefore experience a more efficient energy conversion into the white-light continuum.
(4) Multiphoton ionization of air molecules is sensitive to the spectral and temporal pulse characteristics; hence the control of these parameters may result in a change in the dynamic balance between Kerr effect and plasma defocusing, affecting the filamentation process itself.
(5) Retarded Kerr effect might also play a role in the optimal pulse shape.

Notice, moreover, that pulse shaping and closed-loop optimization could also be used to improve the selectivity of multiphoton-excited fluorescence lidar for bioaerosol detection or remote laser induced breakdown spectroscopy in the future.

Recently, the use of closed-loop optimization to set the position of filaments in dye-doped water or the yield of second-harmonic generation was reported. In this letter, we demonstrate the optimal control of the propagation of ultrashort, ultraintense (multiterawatt) laser pulses in air over distances up to 36 m. We independently optimized three spectral regions within the white-light continuum as well as the ionization efficiency. We show that the optimized pulse shapes retrieved after the optical and the air-ionization measurements bear the signatures of the different physical mechanisms at the basis of the two processes.

The experiments were performed using the Teramobile laser, which delivered 150 fs pulses of 210 mJ centered around 785 nm at a repetition rate of 10 Hz. Light from the supercontinuum was scattered on a neutral diffusive screen located 36 m away from the laser and focused onto a photomultiplier by a 20 cm telescope installed close to the laser in a lidar configuration. The signal in three different spectral bands (360±5, 400±5, and 500±5 nm) was the optimizing
variable in the optical experiments. Alternatively, optimizations were performed on the electron density, recorded by sonometric measurements\textsuperscript{26,27} after 28 m propagation of the laser beam. In both experiments, the signal was averaged over 50 shots.

Closed-loop optimizations\textsuperscript{19} were performed using a genetic algorithm\textsuperscript{28} and a liquid crystal SLM (2\times128 pixels, CRI) placed in the Fourier plane of an afocal 4-f setup.\textsuperscript{29,30} The SLM provides a high-resolution spectral shaping of the pulse, but its intrinsic low damage threshold imposed to set it between the stretcher and the regenerative amplifier of the CPA laser chain. In this configuration, the amplification distorts the pulse shape applied to the SLM. However, this does not prevent the optimization, since the closed-loop algorithm suppresses the need for an explicit knowledge of the pulse behavior after it leaves the pulse shaper. Instead, the pulse distortions imposed by the amplification are part of the system to optimize. The pulse shaper was used exclusively to control the spectral phase, allowing maximal transmission of the light on each pixel. To reduce the search space, neighboring pixels were binned in sets of 4, resulting in 32 effective pixels. At each generation, 30 individuals were investigated. To correct for possible drifts of the laser or the atmosphere along the optimization process, a reference signal (unshaped pulse) was recorded at the end of each generation.

Convergence to an optimum pulse shape was achieved after typically 40–60 generations and resulted in an increase in the signal compared to that generated by the reference pulse, for all optimizations performed. The enhancement factor was typically 2 (with a single event yielding a factor of 5) for white light and 1.4 for ionization. As shown in Fig. 1, in the case of the white-light continuum, convergence is achieved in spite of very significant variations of the reference signal over time, showing that the genetic algorithm is able to learn even in a noisy environment. Here, the noise is mainly due to the fluctuations of the 10 Hz laser system, although drifts in the atmosphere also play a role. We checked that repeated optimizations of the same parameter yield comparable results.

Optimizing the white-light continuum (e.g., at 360 nm) from a slightly chirped pulse mainly results in a quadratic phase partly correcting this chirp [see dotted lines in Figs. 2(a) and 2(b)] at the output port of the laser. The chirp is characterized by the slope of the pulse ridge in the time-frequency plane of the Wigner plot. The larger slope of this ridge in the optimized pulse, corresponding to a faster sweep of the wavelengths within the pulse, is the signature for a shorter, less chirped pulse. However, the optimization does not only correct a chirp but instead yields a rich pulse shape [Fig. 2(b)], which was observed to yield up to 20% more signal than could be obtained by tuning the grating compressor to optimize the chirp correction.\textsuperscript{8} Maximizations of the white light at all wavelengths considered yield similar phase masks (i.e., the same optimal pulses), resulting in comparable relative signals at different wavelengths and similar spectra of the continuum around the fundamental (between 600 and 900 nm). This latter observation is unexpected, since different pulse shapes would result in different intensity gradients within the pulse envelope and hence in different broadening by SPM. The fact that similar pulse shapes maximize both the generation of the 400 nm and other wavelengths within the continuum indicates that all wavelengths are generated by SPM, while any possible contribution from second-harmonic generation (SHG) to the signal at 400 nm is negligible, even on the surface of the screen, where inversion symmetry is broken so that SHG is not forbidden. Note that our result contrasts with that obtained in the bulk, where, e.g., Schumacher\textsuperscript{31} demonstrated the independent optimization of different wavelengths within the supercontinuum. The difference stems from the fact that filamentation is a much more complex process than only SPM in bulk media, as it invokes stabilization of different nonlinear effects such as plasma generation.

In contrast to the optimization of the white-light generation, the optimized pulse for ionization is stretched compared to the initial pulse [Figs. 2(c) and 2(d)], resulting in a longer pulse (800 fs instead of 150 fs typically), as can be seen from the broader extent of the pulse along the temporal axis in the optimized pulse [Fig. 2(d)]. The resulting lower peak power pushes the filament onset away from the laser output. As shown in Fig. 3, the number of filaments increases steeply at the location of the microphone, which is consistent with our previous observation that the sound is maximal at the beginning of the filaments.\textsuperscript{26} In other words, the genetic
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**FIG. 1.** Typical optimization of the white-light continuum, in the 355–365 nm spectral region.

**FIG. 2.** Normalized Wigner plot of the pulse before (a) and after (b) maximization of the white light at 360 nm, and before (c) and after (d) maximization of the electron density in the filaments. Initial pulses are retrieved from SHG-FROG measurements, while optimized pulses are retrieved from the initial pulses by simulating the geometry of the pulse shaper. Panels (a) and (c) differ because of day-to-day laser fluctuations. The gray scale given on the left is common to all plots.
The algorithm maximizes the plasma generation by maximizing the number of filaments at the location of the detector and setting their onset in this region. Indeed, the filament number increases by a factor of 1.7, close to the factor of 1.4 observed for the ionization signal. This is accomplished essentially by adjusting the chirp and correcting for the discrepancies from a Fourier-transform limited pulse. Moreover, further coherent control enhancing the multiphoton ionization of the air at the onset of the filaments may stem from the complex structure of the Wigner plot of the optimized pulse [Fig. 2(d)]. The change in the filament onset is consistent with the positions observed for chirped pulse of similar duration.

In conclusion, we have demonstrated the optimization of nonlinear processes occurring over long distances in the propagation of multiterawatt laser pulses. Both the generation of visible wavelengths within the white-light continuum and the ionization efficiency at a fixed distance were increased by a factor of 2 and 1.4, respectively, by using optimal control procedures. Although the observed enhancement factor is modest compared to both other results in laboratory conditions and the needs for practical applications, our results demonstrate that pulse shaping can still be performed with high-energy laser pulses, even in relatively unfavorable conditions, including a noisy system and low repetition rate limiting the number of available laser shots per acquisition and hence the number of free parameters.

Nevertheless, the analysis of the optimized shapes shows that optimization of the white-light continuum is achieved by cleaning the pulse shape. Optimizing specific wavelengths within the white-light continuum results in optimizing the whole continuum. On the other hand, optimizing the ionization level at a specific distance mainly results in moving the filamentation onset close to the target location. This finding agrees with the previous observation that electron density decreases along the filament length. Optimizing white-light continuum generation or air ionization within the filaments can be very advantageous for a wide range of applications, including lidar remote sensing, remote light induced breakdown spectroscopy, or the control of high-voltage discharges or lightning.

This work has been performed within the Teramobile project, funded jointly by the CNRS, DFG, as well as the French Agence Nationale pour la Recherche under the Grant No. NT05-1_43175. The Teramobile web site is www.teramobile.org.
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By studying the conical emission of a blue femtosecond laser filament in air, it is shown that self-improvement of the beams’ spatial mode quality occurs for a self-guided laser pulse. © 2006 Optical Society of America

OCIS codes: 190.5940, 190.7110, 010.1300.

A significant reshaping of the characteristics of intense femtosecond laser pulses takes place during their nonlinear propagation in air and other gases. The beam first shrinks because of self-focusing and then maintains an ~100 μm diameter and a peak intensity close to $10^{13}$ W/cm$^2$ over a distance longer than the Rayleigh length. This self-guiding reflects a competition between self-focusing and the defocusing action due to the abrupt onset of multiphoton ionization of air molecules. Optical pulses undergoing filamentation carry other interesting self-actions in terms of spectrum and pulse duration. For instance, the pulse experiences self-compression down to nearly the single-cycle limit. Remarkably, the emerging pulse conserves the phase relation between the carrier wave and the pulse envelope, making it a very attractive source for generating even shorter laser pulses in the attosecond range. The spectrum of the pulse displays an important broadening due largely to self-phase modulation induced by the self-steepened back edge of the pulse. Part of this broadband emission is in the form of a characteristic colored conical emission (CE) surrounding the filament core, with bluer frequencies on the outside rings. By analyzing the self-guided pulse in the far field, we demonstrate another interesting effect occurring in air during filamentation, namely, a significant improvement of the beam quality of the emerging pulse, which takes the form of a single transverse mode.

The incident pulse was obtained by frequency doubling the output of a CPA Ti:sapphire laser. The incident laser pulse power at 406 nm (duration, 40 fs; pulse energy, 1 mJ; beam waist, 1.5 mm) was focused with a converging mirror of focal length $f = 5.66$ m. Typical shot-to-shot intensity variations were of the order of ±5%. To characterize the beam convergence, the strongly attenuated laser pulse intensity profile was first carefully measured at two locations before the geometric focus. From these data, the geometric focus of the low-intensity beam was determined from linear diffraction theory to be 5.66 m after the focusing mirror. At high intensity ($I_0 \approx 1$ GW/cm$^2$), slightly above the onset of filamentation, the laser pulse diameter shrinks to a diameter of ~100 μm 3 m before the geometric focus and then maintains this small diameter over 2 m. A total loss by 20% of the beam energy occurs during this propagation stage.

We have examined the far-field pattern of the emerging beam at a distance of 20 m after beam collapse. The emerging beam takes the form of an intense core surrounded by weaker radiation forming the CE. A striking feature is the excellent quality of the CE. This is shown in Fig. 1, which compares the spatial profile of the CE [Fig. 1(a)] with the total beam profile at the same distance [Fig. 1(b)]. The total beam comprises the nonfilamentary part of the filament and the CE.

![Fig. 1.](image-url) (Color online) CE and laser pattern measured after 20 m of propagation in air. (a) Surrounding CE only, with the power spectrum close to that of the incident laser pulse removed by a color filter placed at $z = 10$ m. The wavelengths between 380 and 420 nm have been removed. (b) Total laser beam (strongly attenuated) at the same distance (false colors).
beam, the filament core, and the much weaker CE. The conical spatial profile shown in Fig. 1(a) corresponds to a fundamental transverse radiation mode, while the nonfilamentary part of the beam around 400 nm exhibits a poorer beam quality. We have measured the diameter of the CE for different wavelengths with a spectrograph and a CCD camera. Each wavelength has a corresponding quasi-Gaussian profile, the half-width of which is plotted in Fig. 2. Bluer wavelengths exhibit larger diameters, giving rise to the appearance of colored rings, while the CE is absent from the visible part of the spectrum. This allows us to estimate the diameter of the beam around 400 nm that corresponds to the filamentary mode that produces the CE. The fraction of the incoming beam energy that couples into this transverse mode is found to be about 30%. This corresponds to 8 times the critical power estimated from the formula $P_{cr}=3.77\lambda^2/8\pi n_0 n_2$, where $\lambda$ is the laser wavelength, $n_0$ is the refractive index, and $n_2$, is the nonlinear Kerr coefficient at $\lambda$. Moll et al. reported a similar effect occurring during the collapse of a short pulse propagating in a dense dielectric medium. They found a universal behavior with the beam shape becoming highly radially symmetric when approaching the collapse region. They discussed this effect in terms of the beam's being driven into a Townes mode when the pulse approaches the collapse region. Our results confirm this symmetrization effect in a gas and further show that the high-quality mode is maintained over a large distance exceeding 15 m beyond the collapse location. We compared the measured beam profiles at different distances with those obtained by numerically solving the nonlinear Schrödinger (NLS) equation describing the propagation of an intense pulse in the envelope approximation. Interestingly, the experimental results could be reproduced only if an input pulse energy of 0.3 mJ was introduced in the simulations. This corresponds to the fraction of energy coupled in the filamentary mode, as discussed above. All other laser parameters were taken from the experimental conditions. Figure 3(a) shows the calculated peak intensity of the pulse at 406 nm as a function of propagation distance. Also shown is the density of generated free electrons (dashed curve). (b) Calculated beam width as a function of distance. The curves correspond to contours for the fluence distribution at 90%, 50% and 10% of the maximum fluence at each distance.

Another stringent test of the validity of the simulations concerns the spectral domain. The measured spectrum of the filament core at 20 m, integrated over many shots, is shown in Fig. 5, together with a numerical simulation. There is excellent agreement, except for the lack of fringes in the measured spectrum. However, we observed fluctuations in the fringe pattern from shot to shot. When integrated over several shots, such fluctuations wash out the fringe pattern. We also note that the UV extension (below 300 nm) corresponds to a large angle component in the CE with a radius of the order of 10 cm (see Fig. 2), which is not reproduced in the simulations.

The origin of the fluctuations of the fringe pattern was determined by simulations in which the input intensity was slightly varied around the nominal value. The fringe pattern depends sensitively on the exact intensity. This is illustrated in Fig. 6 by two simulations performed with identical input conditions, except for a change of intensity by 10%. These spectra show two distinct bursts of electron density indicate the competition between self-focusing and plasma defocusing taking place in the filament, among other effects.

Figure 4 compares the calculated and the measured fluence profiles at 20 m. It clearly shows the presence of an intense core surrounded by the weaker CE. The fluence profiles between 3 and 5 m were estimated from microburns of undeveloped photographic plates to be of the order of 100 $\mu$m, in agreement with the simulations.

Fig. 2. (Color online) Radius of the CE (half-width at half-maximum) as a function of wavelength measured at 15 m.

Fig. 3. (a) Calculated peak intensity (solid curve) of the pulse at 406 nm as a function of propagation distance. Also shown is the density of generated free electrons (dashed curve). (b) Calculated beam width as a function of distance. The curves correspond to contours for the fluence distribution at 90%, 50% and 10% of the maximum fluence at each distance.

Fig. 4. (a) Calculated and (b) measured beam intensity profile at 20 m, showing the presence of a narrow core surrounded by a weaker ring.
and two X-waves. The wavelength-dependent angle that involves two highly localized pump waves has led to an interpretation of the associated phenomenon of CE in terms of a four-wave mixing process.

In air was shown to be fully determined by the dispersion of the medium. Several simulation results show that far fields exhibit characteristic X-shaped extensions of the laser energy in the region beyond the nonlinear focus that support the interpretation that mode self-cleaning in air is associated with the generation of a nonlinear X-wave.

In summary, this study reveals a striking new feature associated with filamentation, namely, improved beam quality. Filaments therefore bear remarkable properties in the time (pulse self-compression), frequency (spectrum broadening), and spatial (mode improvement) domains, making them a unique light source for applications.

A. Couairon’s e-mail address is couairon@cpht.polytechnique.fr
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Abstract

We investigate numerically the influence of the pressure on femtosecond filamentation in air. We show that femtosecond filamentation occurs at low pressure and compute the features of the plasma channel generated in the wake of the pulse. We discuss the influence of the pulse duration, chirp and input beam shape on the length of the plasma channels. These calculations constitute a prerequisite for laboratory experiments over short distances as well as for vertical femtosecond filamentation at high altitude on which light detection and ranging techniques or lightning protection rely.

© 2005 Elsevier B.V. All rights reserved.

PACS: 42.25.Bs; 42.65.Jx; 42.65.Sf; 52.38.Hb

1. Introduction

The propagation in gases or in condensed media of femtosecond laser pulses with powers exceeding the critical power for self-focusing $P_{cr}$ $\approx$ $3.77\lambda^{2}/8\pi n_{0}p_{2}$ (3 GW in air at $\lambda$ = 800 nm) [1] generates specific structures called filaments [2-4]. A filament possesses a narrow central core (diameter of about 100 μm in air) surrounded by a laser energy reservoir [5]. Powerful beams usually form multiple filaments fed by this energy reservoir. Their global evolution involves a dynamical competition between several physical effects. Diffraction, Kerr self-focusing, photo-ionization, multiphoton absorption participate in the dynamics. The pulse temporal profile is also significantly modified due to group velocity dispersion, self-phase modulation and self-steepening.

Several applications rely on specific properties of femtosecond filaments. Three properties are particularly interesting: (i) Light filaments can propagate horizontally over distances exceeding 2 km [6-8] and vertically over distances presumably reaching several kilometers [9,10]. (ii) Light filaments produce, via self-phase modulation, a white light continuum [3,11,12]. For instance, light detection and ranging (LIDAR) techniques use both properties and allow the detection of pollutants in the atmosphere when the laser pulse is launched in the sky and the backscattered light is collected by a telescope and analyzed [13]. (iii) Light filaments produce ionized channels in their wake. The triggering and guiding of electric discharges by a filament has been demonstrated in the laboratory, over distances of several meters [14-18], see [19] for a review. These scales must be extended to hundreds of meters for practical applications.

Both for lightning protection and LIDAR applications, the pressure evolves from the atmospheric pressure to a few tenths of bars at an altitude of 10 km. It has been shown recently that a control of filamentation can be achieved over horizontal kilometric distances by varying the chirp of the input pulse [7,8]. In order to achieve a control of the filamentation process, the properties
of filaments must be studied in detail as a function of the pressure.

The aim of the present paper is to present theoretical investigations on femtosecond filaments propagating in air at various pressures from 0.1 to 1 atm. This study shows the influence of various control parameters of the input pulse. Calculations are performed for pulse durations of 60 fs, 120 fs and 500 fs, with the longest durations obtained by chirping the shortest pulse. The influence of the shape of the input beam is also studied. This parameter is shown to play an important role in the physics of filamentation. In particular, the length of the plasma column generated in the wake of the pulse vary with the shape of the input beam and can be significantly enhanced by using diaphragmed input beams with steep intensity gradients. The general trends show the existence of low pressure filaments, as well as the increase in the length of the plasma channels at lower pressures. The simulations also show that a chirp in the input pulse allows the generation of a plasma channel from a nonlinear focus located at a larger distance without significant change in the channel length. Finally, the numerical results show that femtosecond filamentation can occur at low pressures \((0.2 \leq p \leq 1 \text{ atm})\), which corresponds to altitudes higher than 10 km.

The outline of this paper is the following: First, we present the physical model in Section 2. In Section 3, we present numerical results about the propagation of laser pulses in air at low pressures and the generation of plasma channels. In Section 4, we present results showing the influence of the pulse duration. The influence of the beam focusing is studied in Section 5. The influence of the shape of the input beam is shown in Section 6. Finally, conclusions and outlook are given in Section 7.

2. Numerical simulations

The numerical code used in this study relies on the physical model developed for the propagation of an intense pulse in noble gases or air [7,8,20–23], fused silica [24–26], and liquids [27–29].

We model the linearly polarized beam with cylindrical symmetry around the propagation axis \(z\) by the envelope \(\mathcal{E}\) of the electric field \(\mathbf{E}\), written as \(\mathbf{E} = \text{Re}[\mathcal{E}\exp(ikz - io_0\omega t)]\), where \(k = n_0\omega_0/c\) and \(\omega_0\) are the wavenumber and frequency of the carrier wave and \(n_0\) denotes the refractive index of air. In the following, these quantities correspond to a laser wavelength of 800 nm. The input pulses were modeled by Gaussians with energy \(E_{\text{in}}\) and a temporal FWHM duration \(\tau_{\text{FWHM}}\) (temporal half width \(t_p\)):

\[
\mathcal{E}(r, t, 0) = \mathcal{E}_0 \exp \left( -\frac{r^2}{w_0^2} - \frac{t^2}{t_p^2} - \frac{k r^2}{2 f} - iCt^2/t_p^2 \right).
\]

The input power is computed from the energy and pulse duration \(P_{\text{in}} = E_{\text{in}}/t_p\sqrt{\pi/2}\) and the input intensity is computed from the input power, the transverse waist \(w_0\) and the shape of the beam. For a Gaussian beam \((n = 2)\), \(P_{\text{in}} = 2P_m/(n w_0^2)\) whereas for a super-Gaussian beam \(P_{\text{in}} = [P_m/(2n w_0^2)] \times [n^{2/n}/\Gamma(2/n)]\). The quantity \(f\) denotes the curvature of the input beam and \(C\) the chirp of the input pulse, linked to the minimum pulse duration (according to the laws of Gaussian optics) \(t_p^{\text{min}} = t_p/\sqrt{1 + C^2}\) and the second order derivative \(\beta^2 = C^2 / 2(1 + C^2)\).

We have performed various set of experiments using diaphragmed beams. In order to mimic input beams obtained in usual experiments on filamentation, the numerical simulation can start either with Gaussian or super-Gaussian beams. Their feet can also be masked by requiring \(\mathcal{E}(r, t, z = 0) = 0\) for \(r > r_{\text{mask}}\) so as to model a circular aperture.

Two coupled equations describe the evolution of the envelope of the electric field and the electron density. The scalar envelope \(\mathcal{E}(r, t, z)\) is assumed to be slowly varying in time. It evolves along the propagation axis \(z\) according to the nonlinear envelope equation [30], expressed in the frequency domain:

\[
\hat{U} \frac{\partial \hat{\mathcal{E}}}{\partial z} = i \left[ \frac{\nabla^2_{\perp}}{2k} + \frac{\left(n^2\omega^2}{k^2c^2} - U^2 \right) \mathcal{E} + \mathcal{F}\{N(\mathcal{E})\} \right],
\]

where \(\hat{\mathcal{E}}(r, \omega, z) = \mathcal{F}\{\mathcal{E}(r, t, z)\}\), \(\hat{U}(\omega) \equiv 1 + (\omega - \omega_0)/k\nu_g\), \(\nu_g \equiv \partial\omega/\partial k\nu_{\text{lab}}\) denotes the group velocity and \(\mathcal{F}\{N(\mathcal{E})\}\) denotes the time-Fourier transform of the nonlinear terms. Eq. (2) accounts for diffraction in the transverse plane, high order dispersion and high-order dispersive terms exactly computed by means of a Sellmeyer dispersion relation for the refraction index \(n(\omega)\) of air. The operator \(\hat{U}\) in front of \(\partial/\partial z\) in Eq. (2) accounts for space–time focusing (see [30,31]). A small \(\omega - \omega_0\) expansion of the quantity

\[
\hat{U}^{-1} \left( \frac{n^2\omega^2}{k^2c^2} - U^2 \right) \sim \frac{k''}{k} (\omega - \omega_0)^2 + \frac{k'''}{3k} (\omega - \omega_0)^3 + \cdots
\]

leads to the second and third order dispersive coefficients \(k'' \equiv \partial^2\mathcal{E}/\partial k^2\nu_{\text{lab}} = 0.2 \text{ fs}^2/\text{cm}\) and \(k''' \equiv \partial^3\mathcal{E}/\partial k^3\nu_{\text{lab}} = 0.1 \text{ fs}^3/\text{cm}\) at 800 nm. Eq. (2) can be written in the time domain by using the retarded time \(t \equiv t_{\text{lab}} - z/\nu_g\) and by neglecting the high-order dispersive terms:

\[
\hat{\mathcal{E}}(r, \omega, z) = \hat{U}^{-1} \frac{\partial \hat{\mathcal{E}}}{\partial z} = \frac{i}{2k} \left[ U^{-1} \nabla^2_{\perp} - \frac{k'}{2} \frac{\partial^2 \mathcal{E}}{\partial t^2} + \frac{k''}{6} \frac{\partial^3 \mathcal{E}}{\partial t^3} \right] \mathcal{E} + U^{-1} N(\mathcal{E}),
\]

where \(U \equiv (1 + i\nu_{\text{lab}})\) and the nonlinear effects include the optical Kerr effect with a nonlocal term corresponding to delayed Raman–Kerr optical shock response [32,33], self-steepening, plasma absorption, plasma defocusing and multiphoton absorption:

\[
N(\mathcal{E}) = i\nu_{\text{lab}}T^2 \left[ (1 - f_k) |\mathcal{E}(\tau)|^2 + f_k \int \mathcal{E}(\tau) \mathcal{E}(\tau)^* \right] \times \mathcal{E}(t) - \frac{\sigma}{2} (1 + i\nu_{\text{lab}}) \rho \mathcal{E} - \frac{\beta_k}{2} \left( 1 - \frac{P}{P_{\text{at}}} \right) |\mathcal{E}|^{2X-2} \mathcal{E}.
\]
The operator $T \equiv 1 + \frac{1}{\omega_0 c \eta}$ in front of the Kerr term is responsible for the self-steepening of the pulse [31,34,35]. Self-focusing related to the Kerr effect occurs for pulses with $P_{in}$ above $P_{cr} = 3 \text{ GW}$. This critical value corresponds to the nonlinear refraction index of air $n_2 = 3 \times 10^{-19}$ cm$^2$/W at $p = 1$ bar, which we used in our simulations. From [32,36], the response function that accounts for the delayed Raman contribution in the Kerr effect may be written as:

$$R(t) = \Omega^2 \tau_d \exp \left( -\frac{t}{\tau_d} \right) \times \sin \left( \frac{t}{\tau_d} \right),$$

with the characteristic times $\tau_d = 70$ fs and $\tau_s = 63$ fs, $\Omega^2 = \tau_s^{-2} + \tau_d^{-2} = 21$ THz, and fraction $f_R = 0.5$.

For plasma absorption, the cross-section for inverse bremsstrahlung follows the Drude model [37] and reads

$$\sigma = \frac{ke^2}{n_0^2 \omega_0^2 \tau_c} \times \frac{\omega_0 \tau_c}{1 + \omega_0^2 \tau_c^2},$$

where the momentum transfer collision time $\tau_c = 350$ fs at $p = 1$ bar. Since $\tau_c \gg \omega_0^{-1} = 0.42$ fs, the classical plasma defocusing term is retrieved in Eq. (5):

$$-i \frac{\sigma \omega_0 \tau_c \rho \delta}{2} \sim -i \frac{k \rho}{2m_0 \rho_c} \delta,$$

where $\rho_c$ denotes the critical plasma density above which the plasma becomes opaque.

The evolution equation for the electron density reads

$$\frac{\partial \rho}{\partial t} = \sigma_K |\delta|^2 (\rho_{at} - \rho) + \frac{\sigma}{U_t} |\delta|^2.$$

The first term on the right-hand side of Eq. (7) describes free electron generation via multiphoton ionization of oxygen with neutral atom density $\rho_{at} = 0.2 \rho_{air}$, involving $K \equiv \frac{(\omega_0 \tau_c)}{2m_0} + 1$ photons. The quantity $U_t = 12.06$ eV denotes the ionization potential of oxygen molecules and $\rho_c$ denotes the integer part. At 800 nm, $K = 8$ photons are necessary and the photoionization rate of oxygen molecules is computed in the framework of Keldysh’s general formulation [38] revisited by Mishima et al. [39] so as to take into account a specific preexponential factor for diatomic molecules. In the multiphoton ionization regime $W_{pm} = \sigma_K |\delta|^2$, where $\sigma_K = 3.7 \times 10^{-96}$ s$^{-1}$ cm$^{16}$ W$^{-8}$. The multiphoton absorption cross-section reads as $\beta_K = \sigma_K \times K \rho_0 \rho_{at} = 3.7 \times 10^{-15}$ cm$^3$ W$^{-7}$. The second term in Eq. (7) accounts for avalanche ionization.

Some of the parameters in this model vary with the pressure of the gas. The values given above corresponds to a gas of 1 atm and their variation with the pressure in the range 0.1–10 atm is as follows:

$$n_2 = n_{2,0} \times p, \quad \tau_c = \tau_{c,0}/p, \quad \sigma = \sigma_0 \times \frac{p(1 + \omega_0^2 \tau_{c,0}^2)}{p^2 + \omega_0^2 \tau_{c,0}^2},$$

$$\rho_{at} = \rho_{at,0} \times p, \quad \beta_K = \beta_{K,0} \times p,$$

where $p$ is expressed in atm and the index 0 denotes atmospheric pressure at sea level. These expressions show that the nonlinear dynamics is not expected to be trivially rescaled with air pressure, which enters in the plasma induced defocusing and plasma absorption terms with a different power than in other nonlinear terms. Therefore, the numerical investigation is important in order to reveal the changes in the competition between the nonlinear effects when the pressure varies.

Our numerical code contains several numerical schemes as explained in [23]. One of the most efficient follows a standard split step Crank-Nicholson scheme applied to each frequency corresponding to the Fourier decomposition in time of the pulse. It is clearly a formidable computational task to propagate a pulsed beam over large distances due to the wide range of spatial and temporal scales involved. Adaptive unevenly distributed mesh grids allow us to adjust the resolution to this wide range going from the micron scale to a few centimeters and from a fraction of fs to ps durations [8]. Usually, a resolution of 5–10 \( \mu \text{m} \) in the transverse direction and 1–3 fs in the time direction is sufficient for most weakly nonlinear situations whereas much higher resolution is achieved around the peak intensities, with this adaptive mesh, when necessary. The gain in computational time corresponds to a factor of 10 when this standard Crank–Nicholson–Fourier scheme is used with an adaptive mesh, compared to the case of a mesh with constant step sizes.

3. Long distance propagation of collimated beams at low pressures

Laser pulses of 50 mJ energy and 120 fs duration (FWHM) are first shown to lead to filamentation over long distances when they propagate in air at low pressures from 0.2 to 1 atm. The restriction to cylindrical symmetry might seem questionable in the case of large peak input powers because a real beam is inherently non-homogeneous and undergoes beam-breakup and multiple filamentation. We investigate however the ideal case where a perfectly clean, and possibly powerful, input beam is launched and leads to a single filament. Among the reasons, there is the fact that our (3+1)D simulation code does not lead to a symmetry breaking when it is initiated by a pulsed cylindrically symmetric beam, without noise. The break-up of a powerful beam into multiple beamlets which eventually evolve into filaments actually depends on the level of input noise, as recently shown in [40]. The nonlinear saturation of the growing beamlets can also prevent the formation of a fully developed multifilamentation pattern as predicted by linear stability analyses [41,42]. In addition, a large number of (3+1)D simulations would be necessary to perform various statistical realizations and obtain a valuable information about the multiple filaments initiated with a white noise, which is beyond the scope of the present paper. We therefore describe the physics of a single filament in interaction with its surrounding energy reservoir. This is relevant even if the filament is produced by a pulse with high peak input power since several experimental situations show that
multiple filaments in air interact through their mutual energy reservoir [7,8,21,43].

Fig. 1 shows simulation results for the fluence, intensity, electron density and beam width obtained from a collimated Gaussian input beam with $n = 2$ and $w_0 = 14$ mm launched in air at three different pressures. Figs. 1(a1)–(a3) correspond to the lowest pressure of 0.2 bar. The fluence profile in Fig. 1(a1) shows a light filament exhibiting several peaks and radiation losses emitted from the core at each of these peaks. The filament starts at $z = 80$ m and propagates beyond 250 m. At low pressures between 0.6 and 1 bar, Figs. 1(b1) and (c1) also show evidence of an extended filamentation, with refocusing peaks located at distances larger than 300 m. The peak intensity and the peak electron density are plotted as functions of the propagation distance in Figs. 1(a2), (b2), (c2). They reach saturation at the levels $2 \cdot 10^{13}$ W/cm$^2$ and $2 \cdot 10^{15}$ cm$^{-3}$. The ratio of the saturation levels for the electron density obtained at different pressures follows the ratio of the gas pressures. This effect is due to intensity clamping as explained in Section 5. The nonlinear focus beyond which the plasma string is generated is located at smaller propagation distances when the pressure is increased. This effect is well explained by the fact that the critical power for self-focusing scales as $1/p$, and therefore decreases when the pressure increases. Thus, the location of the nonlinear focus decreases because it is closer to the laser when the effective ratio $P_{\text{eff}}/P_{\text{cr}}$ is large. As shown in [44] the position of the nonlinear focus $z_{nf}$ as a function of $P_{\text{eff}}/P_{\text{cr}}$ follows a Marburger-like scaling law when a Raman contribution is present in the Kerr effect:

$$z_{nf} = \frac{0.367z_R}{\sqrt{[(\max P_{\text{in}}(t)/P_{\text{cr}})^{1/2} - 0.852]^2 - 0.0219}},$$

where $z_R$ denotes the Rayleigh length and

$$P_{\text{in}}(t) = P_{\text{in}}[(1 - f_R) \exp(-2t^2/t_p^2) + f_R \int_{-\infty}^{t} R(t' - t) \exp(-2(t'/t_p)^2) \, dt'].$$

Fig. 1. Propagation of a 50 mJ, 120 fs laser pulse in the atmosphere at (a) 0.2 bar, (b) 0.6 bar and (c) 1 bar. The input beam is a collimated Gaussian with $w_0 = 14$ mm. (a1), (b1), (c1) Fluence profile as a function of the propagation distance. (a2), (b2), (c2) Intensity (continuous curve, left axis) and electron density (dashed curve, right axis) vs. $z$. (a3), (b3), (c3) Beam width vs. $z$. The levels correspond to a fraction of the maximum fluence, from 50% to 90%.
We have also performed numerical simulations (not shown) with a continuously decreasing pressure with altitude, so as to model a vertical propagation. In these simulations, $p$ varies with the altitude according to the simple isothermal model (between 0 and 11 km): $p = p_0 \exp\left(-\frac{z - z_0}{z_p}\right)$, where $z_p \equiv RT/Mg \approx 8$ km. Since the typical filamentation scale of about 100 m is much smaller than $z_p$, no significant changes in the filament and plasma channels were obtained in comparison with the case of a constant low pressure. Filamentation occurs over several hundreds of meters in both cases with discontinuous plasma channels.

4. Influence of the chirp of the input pulse on the plasma channel

Another parameter playing a crucial role is duration of the input pulse. When experiments are performed with a single laser, the pulse duration is controlled by modifying the chirp of the input pulse. Usually, the propagation of ultrashort laser pulses over long distances is achieved by precompensation of the group velocity dispersion of air. This is done by means of a negative chirp in the initial pulse, which therefore becomes longer and consequently, contains less power. A theoretical analysis of the filamentation length with chirped pulses satisfying these conditions has been done in [45]. This analysis shows that the filamentation length is enhanced for large negative chirps, provided the dispersive-compression length (defined as the distance necessary to compress the chirped pulse owing to group velocity dispersion) slightly exceeds the self-focusing distance (defined by Eq. (8)). This result is in agreement with experimental results in [8]. Fig. 2 shows a comparison between the plasma channels generated by numerical simulation of the propagation of chirped and non-chirped pulses (minimum duration of $t_p = 120$ fs), with either collimated or focused Gaussian input beams (focal length of $f = 50$ m), 50 mJ energy and $w_0 = 14$ mm. Fig. 2(a) corresponds to a non-chirped pulse and collimated beam: the nonlinear focus is located at a distance of 30 m from the source, which is comparable to the value $z_{\text{nff}} = 31$ m predicted by Eq. (8). The plasma channel generated on axis is not continuous but appears by bursts. Its total length, defined as the distance over which the on-axis electron density exceeds $10^{15}$ cm$^{-3}$, is about 69 m. The propagation of a pulse with the same parameters except for the chirp $\phi(3) = -3 \times 10^4$ fs$^2$ (corresponding to an input duration of 500 fs) shows that the nonlinear focus is located at 75 m from the source and the generated plasma channel is still continuous with a total length of about 47 m (Fig. 2(b)). Here, the dispersive compression length is about 1.5 km, much larger than the self-focusing length. By using pulses with the same energy and minimum duration, a negative chirp therefore delays the beginning of filamentation as expected but the extension of the generated plasma channel is only slightly smaller in agreement with the analysis in [45]. It is worth noting that these simulations model single shot experiments. In an experiment, very close plasma bursts would be measured as a single continuous plasma channel, first because shot to shot fluctuations might lead to a natural averaging process and second because the measurement technique itself averages the electron density over a short centimetric scale.

5. Propagation of focused beams at low pressures

Figs. 2(c) and (d) show the electron density generated on-axis for the same pulses as in Section 4 except that the beam is now focused by a lens of focal length $f = 50$ m. The plasma channel generated with the unchirped pulse is now continuous. The focusing lens therefore facilitates the connection of the electron bursts into a single 28 m long channel, which starts closer to the laser. As in the case of the collimated beam, the chirped pulse associated with the focused beam generates a 21 m long continuous plasma channel but the beginning of the filament is
delayed (see Fig. 2(d)). The chirp of the input pulse therefore not only allows a shift of the beginning of filamentation but also a control of its length, whereas its continuity is controlled by the focal length. By tuning independently the focal length and the chirp, it is possible to produce various type of plasma channels. In practice, the choice of these parameters will depend whether a specific application needs a discontinuous plasma channels covering a large distance or a continuous plasma channel over a shorter range. In particular, a lens compresses the filamentation dynamics along the longitudinal direction. When a pulsed collimated beam generates the filament, it leads to successive focusing defocusing cycles reflecting the competition between the optical Kerr effect, multiphoton absorption and plasma induced defocusing. The periodicity between the pinching points of the beam, and

Fig. 3. Plasma channel generated in the wake of the ultrashort pulse for a Gaussian input beam with $w_0 = 3$ mm, $E_{in} = 6$ mJ, $f = 6$ m, $\tau_{FWM} = 60$ fs. (a) $p = 0.2$ atm, (d) $p = 0.6$ atm and (g) $p = 1$ atm. (b) Beam diameter as a function of the propagation distance $z$ for $p = 0.2$ atm. (c) and (h) same as in (b) for $p = 0.6$ and $p = 1$ atm. (c) Intensity (continuous line, left axis) and electron density (dashed line, right axis) vs. $z$ for $p = 0.2$ atm. (f) and (i) same as in (c) for $p = 0.6$ and $p = 1$ atm.
thus the continuity of the plasma, depends on the input conditions. A pulsed beam with the same parameters, focused by a lens, will clearly produce a plasma channel with a shorter periodicity, located between the nonlinear focus and the position of the focus of the lens. If the focal length is sufficiently short, the plasma channel can become continuous. However, it is well known that it can also extend beyond the focus of the lens [46] with possible refocusing at larger distances.

It is therefore also interesting to study filamentation over laboratory scales since a prerequisite for experiments about long distance filamentation is to test the predictions of the calculations over shorter distances achievable in the laboratory. A forthcoming paper will describe laboratory experiments performed by using focal lengths in the meter range [47].

The following results corresponds to smaller energies and focused beams as used in laboratory experiments. Fig. 3 shows a comparison between the plasma channels numerically computed for \( p = 0.2 \), \( p = 0.6 \) and \( p = 1 \) atm. These results are obtained for a Gaussian input beam with \( w_0 = 3 \) mm, a focal length of 6 m and an input energy of 6 mJ. The pulse duration is \( \tau_{FWHM} = 60 \) fs. Figs. 3(a), (d) and (g) show nearly connected plasma channels. The plasma strings undergo slight structural changes when the pressure is increased from 0.2 to 1 atm. The beam diameters shown in Figs. 3(b) (e) and (h) show that the nonlinear focus beyond which the filament starts is located farther on the propagation axis when the pressure is low. The maximum intensity shown in continuous line in Figs. 3(c), (f) and (i) slightly exceeds \( 10^{13} \) W/cm² but has comparable values in the three cases. The intensity clamping governed by a local balance between the index changes \( n_2 I \) and \( -\rho / 2 \rho_c \) is indeed insensitive to the pressure because both \( n_2 \) and \( \rho \) are proportional to the pressure. This result follows from the fact that the electron density is mainly given by its multiphoton contribution, in which case it scales as \( n \propto \sigma_k I^K \rho_{at} \). The maximum intensity therefore scales as \( I \propto (2n_2 K \sigma_k \rho_{at})^{1/(K-1)} \) which does not depend on the pressure since \( n I / \rho_{at} = n_2 I / \rho_c I / \rho_{at} \), all other parameters being pressure independent. In contrast, the same scaling for the electron density shows that \( \rho \propto I \). The maximum electron density shown in dashed curve on the same Figs. 3(a) and (i) is thus in the ratio \( I/5 \) as it should be from the ratio of the pressures. The on-axis electron density increases with pressure. Computation at larger pressures (\( \rho > 1 \) atm) shows that the plasma channel becomes discontinuous (not shown).

The diameter of the ionized plasma channel is larger at lower pressure. As a result, integration of the electron density over the transverse dimension, i.e., the number of charges per centimeter exhibits only a smooth variation with pressure. Figs. 4(a)–(c) indeed show that the number of charges per cm which in principle is directly proportional to the electric conductivity of the plasma, reaches \( 10^{13} \) cm⁻¹ for all pressures. The set of curves on each graph in Fig. 4 correspond to various integration radii (10, 50, 100 μm), the curve at the highest level reflecting the number of charges per cm in the whole beam.

6. Influence of the input beam shape on the plasma column

Other input beam profiles have been used in the simulations. The general trends are recovered with all the beam profiles but some structural modifications of the plasma channels generated by the pulse occur. Fig. 5 shows the integrated electron density, i.e., the number of electrons per cm as a function of the propagation distance and the gas pressure for three different input beam profiles. The pulse has an energy of 5.4 mJ with a duration of 130 fs (FWHM). The focal length is \( f = 2 \) m. With a Gaussian input beam (see dotted curves in Fig. 5), the integrated electron density exhibits a 60 cm long main channel before the focus of the lens, reaching a few \( 10^{13} \) cm⁻¹. At 1 atm, two secondary plasma channels, nearly two orders of magnitude below the main channel, are formed further on the propagation axis (Fig. 5(a)). When the pressure decreases, the length of the principle plasma channel decreases. With a super-Gaussian input beam of order \( n = 50 \) (see continuous curves in Fig. 5), the main plasma channel is more spiky and a longer averaged plasma channel starting closer to the focus of the lens is obtained at an optimal pressure of 0.6 atm (Fig. 5(b)). With a diaphragmed Gaussian beam (dashed curves in Fig. 5), the same behavior is obtained except that the low level plasma channel extending beyond
the linear focus of the lens has a maximum length at a larger pressure than with a super-Gaussian input beam. These results show that the shape of the input beam provides another sensitive control parameter for the length of the plasma channel.

7. Discussion and conclusion

The results show that femtosecond filamentation can occur at low pressures \(0.2 \leq p \leq 1\) atm, which corresponds to altitudes up to \(\sim 11\) km. The effect of lowering the pressure modifies mainly the self-focusing stage during the propagation of the ultra-short pulse. The length of the plasma string does not change significantly in the range of pressure from 0.2 to 1 atm. Below 0.2 bar, the length is strongly reduced but this reflects the fact that the power is lower than the critical power for self-focusing. Indeed, the non-linear index of refraction \(n_2\) related to the optical Kerr effect depends on the gas density: \(n_2 \propto p\). Therefore, as the critical power \(P_{cr}\) is inversely proportional to the non-linear index \(n_2\), \(P_{cr}\) is inversely proportional to the gas pressure. Hence, as the pressure decreases, the critical power increases and consequently the filament appears at a distance closer to the geometrical focus of the lens (or farther from the laser with collimated beams).

A second result concern the features of filamentation when the shape of the input beam vary. We have shown that this parameter, which is experimentally accessible, plays an important role in filamentation. For instance, it is possible to increase by a factor of two the length of the plasma channel generated in the wake of the ultrashort laser pulse, simply by introducing steep intensity gradients at the periphery of the input beam.

Finally, with a constant energy per pulse and a constant duration, the chirp of the input pulse has been shown to be of little influence on the length of the plasma channel generated by filamentation. However, if the input pulse is stretched by introducing a chirp, the power of the input beam is lowered and therefore, the beginning of filamentation is delayed in agreement with [7,8,45].

In conclusion, we have investigated by numerical simulations the influence of the pressure on filamentation. The calculations indicate the crucial influence of the shape of the input beam. In contrast, when the input pulse duration and power are constant, a chirp has little influence on filamentation. However, a chirp can be used as a control parameter to modify the duration of the input pulse and its power, which delays the beginning of filamentation and reduces the total length of the plasma channel. The plasma channel, however, may be discontinuous with bursts spread over a long distance. In a previous study [7,8], we have shown that large negative chirps allow an increase of the spread the plasma channels generated by horizontal propagation of ultrashort laser pulses at 1 atm. Finally, simulations of vertical filamentation with varying pressure have revealed filamentation over several hundreds of meters accompanied by disconnected plasma channels with a maximum electron density of \(10^{16}\) cm\(^{-3}\).
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Abstract

We present experimental studies of filamentation of a femtosecond laser pulse in air at low pressures. The evolution of the filament has been studied by measuring along the propagation axis the conductivity and the sub-THz emission from the plasma channel. We show experimentally that the filamentation process occurs at pressures as low as 0.2 atm in agreement with numerical simulations. Experimental and numerical results [A. Couairon, M. Franco, G. Méchain, T. Olivier, B. Prade, A. Mysyrowicz, Opt. Commun., submitted for publication] are compared and the possible sources of discrepancy are discussed.
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1. Introduction

The propagation of femtosecond laser pulses carrying several times the critical power for self-focusing [2] leads to a particular type of propagation called filamentation, which has been studied both theoretically and experimentally during the past decade [3–7]. This filamentation or self-channeling of the beam takes place via a dynamic competition between beam self-focusing due to the optical Kerr effect and beam defocussing due to photo-ionization when the pulse intensity becomes high enough to induce multiphoton absorption. Other effects are involved in this complex dynamics such as diffraction, group velocity dispersion, self-phase modulation and pulse self-steepening, the combination of which leads to a strong pulse restructuring. This is also at the origin of an important spectral broadening (white continuum emission). Filamentation in air allows intense IR femtosecond pulses to propagate over very long distances, reaching hundreds of meters [8–10]. Using appropriate temporal chirps, the onset of the filament as well as its length can be controlled [9,10]. The white light continuum emitted by the filament can be used to probe the atmosphere with LIDAR techniques [11–13]. Moreover, the plasma column created by filamentation has been used to trigger and guide electric discharges and might possibly be used for lighting protection [14–19]. For such applications, vertical propagation should be achieved to high altitudes. Thus, the study of filamentation at low pressures is important.

In this paper, we present laboratory studies of filamentation as a function of pressure, down to 0.2 atm, which corresponds to altitudes higher than 10 km. These filamentation studies have been performed in a single filament configuration. The measurements presented here concern mainly air conductivity measurements [20–22]. However, because we found some disagreements between our results and simulations, we have performed additional measurements using heterodyne radiometric detection in the sub-THz range [23–31]. Both experimental techniques yield similar results.
The experimental setup and the methods, procedures and conditions of the measurements are described in Section 2. In Section 3, the data are presented and compared with the numerical studies of Ref. [1]. We focus especially on the behavior of the filament length as a function of pressure.

2. Experimental setup and measurement methods

The experimental setup is presented in Fig. 1. The laser system is a Ti:sapphire CPA (Chirp Pulse Amplification) laser system operating at 10 Hz and delivering a maximum output power of 0.2 TW per pulse. The pulse duration has been characterized using an autocorrelation setup and is equal to 130–135 fs (FWHM). The beam at the output of the compressor is roughly Gaussian with a waist equal to 10.4 mm. This beam is truncated by a circular aperture whose radius is equal to 4.5 mm in order to have a more stable beam shape with a perfect circular symmetry. A Galilean telescope further reduces the beam by a factor roughly equal to 2. The final laser beam profile after the telescope has been characterized by a calibrated CCD-camera. Fig. 2 represents this beam profile, fitted by a super-Gaussian profile whose radius at \(1/e^2\) is equal to 2.32 mm.

After the telescope, the laser beam is focused inside a tube assembly by using a converging lens having a two meter focal length. The air pressure inside the tube can be controlled from 0.2 to 1 atm. The tube consists in a 1.5 m glass tube followed by metallic tubes of various lengths. A special cell with two electrodes can be inserted to allow conductivity measurements at various distances and pressures. These measurements are performed by recording the electric conduction of the plasma channel using the method described in a previous work [20]. A voltage of 800 V is applied between two copper electrodes drilled in their center and separated by 25 mm (see Fig. 1). The conducting plasma column formed by the self-guided pulse closes the electric circuit. The peak of the induced current between the electrodes is measured through a load resistance \(R = 8.2 \, \Omega\) linked to a fast digital oscilloscope (1-GHz bandwidth). All curves presented here have been obtained using the same procedure. Each point represents the average on three measurements. Each measurement corresponds to the highest value obtained in a consecutive series of 100 laser shots.

The sub-terahertz radiation emitted by the plasma channel has been detected via an heterodyne radiometer. The detailed description of the detector is reported in Ref. [32]. The detection frequency is 91(±3) GHz. The detector is aligned perpendicularly to the plasma channel direction. The emission of the electromagnetic pulse (EMP) is collected inside the corrugated horn of a radiometer with two Teflon lenses, with a focal length equal to 80 mm. The lenses are transparent in the spectral range of interest and have a corrugated structure to avoid reflections. In order to perform the radiometric measurements at different pressures, a cross-shaped tube with two Teflon windows facing one another is used and can be set at different positions along the plasma channel.

In order to correlate the radiometric measurements and the conductivity measurements, we have first compared both signals, pulse after pulse, at a given position (170 cm from the focusing lens) where the conductivity is quite high. The results of these fluctuation and correlation studies is represented in Fig. 3. As can be noticed, the correlation is excellent. Another comparison is performed by measuring the plasma length with both methods (see Fig. 4), showing again good agreement. As a conclusion, the radiometric measurements validate the conductivity measurements. Only the conductivity measurements will be presented in the rest of this paper, since the radiometric measurements have a smaller dynamic range.
3. Experimental results and discussion

The measurements, presented in Fig. 5, were performed with an incident energy of 3.7 mJ, which is the maximum energy that produces a single plasma channel. One notices several features. First, the filamentation subsists even at our lowest pressure of 0.2 atm. Second, the maximum signal is clamped to the same value. Finally,
the total length of the filament diminishes at the lowest pressures.

Using the method and the numerical model described in Ref. [1], we have performed numerical simulations adapted to our experimental setup and conditions. Fig. 6 represents simulations that have been performed for three different representative pressures: 0.2, 0.6 and 1 atm using a super-Gaussian initial beam shape which closely fits the measured beam profile.

We now compare the results of Fig. 5 to the numerical results. In Fig. 6, we plot the experimental results obtained with a pulse energy of 3.7 mJ at three representative pressures together with numerical simulations. As can be seen, the numerical results reproduce well the first portion of the filament including the magnitude of the signal and the location of the start of the filament. The discrepancy concerning the total length of the plasma column for 0.6 and 1 atm appear when we introduce the super-Gaussian input beam in the simulations. A Gaussian input beam, although farther from the experimental input beam leads to a good agreement for the length of the plasma channel. We also note that by reducing the pulse energy by a factor of two with the super-Gaussian beam, the extension of the plasma channel vanishes (see Fig. 7), we retrieve the experimental data. From the observed discrepancy, we conclude first of all that the modulations in the input beam which are produced by the circular aperture have an influence in the dynamics and cannot simply be considered as noise and averaged. Second, the ionization rates in our model are computed from the Keldysh formulation taken in the multiphoton limit. Some authors correct these rates by numerical factors to approach the effective ionization rates [33]. The length of the plasma channel, in particular the presence of a refocusing clearly depend on these rates. A closer inspection of the numerical data explains why the measured air resistivity is approximately constant for all pressures. The diameter of the plasma column increases with decreasing pressure while the on-axis electron density decreases correspondingly, keeping the integrated electron density approximately constant. On the other hand, the experimental signal is proportional to the number of charges integrated over a plasma channel cross-section.

4. Conclusion

Following the simulations performed in part one, we studied experimentally the behavior of femtosecond light filaments in air at low pressures. The possibility of filamentation in air at pressures as low as 0.2 atm has been demonstrated. This corresponds to a vertical propagation at an altitude greater than 10 km, which is fundamental for LIDAR or lightning triggering applications. Besides, the reduction of the plasma channel length has been observed as the pressure decreases, which validates the simulations performed in Ref. [1]. Experimentally, the effect of the
pressure on the position of the onset of the filament follows that predicted by Marburger’s law for the position of the nonlinear focus which is shifted a few cm toward the focus of the lens when pressure decreases to 0.2 atm. In addition, we note both experimentally and theoretically that the maximum conductivity level is clamped to a value that is almost not affected by the pressure variation. The simulations performed with input beams roughly mimicking the experimental intensity profile predict that plasma columns are longer than measured. This discrepancy in the length of the plasma channel indicated that not only the averaged intensity profile could affect the propagation dynamics but also the diffraction rings introduced by the inverse telescope. The ionization rates were also found to play a key role in the formation of an extended plasma channel.
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Filaments created in air by an intense femtosecond laser pulse in the presence of an electric field generate a highly conductive permanent plasma column. © 2007 American Institute of Physics. [DOI: 10.1063/1.2734396]

There is currently a wide interest in the process of femtosecond laser filamentation in air (for a recent review see Ref. 1). During its propagation in air, an intense short IR laser pulse first undergoes self-focusing, because of the optical Kerr effect, until the peak intensity on axis becomes high enough ($\sim 5 \times 10^{13} \text{ W/cm}^2$) to ionize air molecules. The ionization process involves the simultaneous absorption of eight to ten infrared photons. It has therefore a threshold-like behavior and a strong clamping effect on the intensity in the self-guided pulse. A dynamical competition then starts taking place between the self-focusing effect due to the optical Kerr effect and the defocusing effect due to the created plasma. As a result, the pulse maintains a small beam diameter and high peak intensity over large distances. In the wake of the self-guided pulse, a plasma column is created with an initial density of $10^{16}$–$10^{17}$ e/cm$^3$ over a distance which depends on initial laser conditions. This length is typically 1 m for a pulse initial power close to the minimum value $P_e$ required for filamentation (5 GW for an IR pulse at 800 nm under normal air conditions) and can reach hundreds of meters at higher powers.

It has been demonstrated that this plasma column is able to trigger and guide high voltage electric discharges between two electrodes in contact with the plasma column. Remarkingably, there is a noticeable delay between the arrival of the laser pulse and the initiation of the discharge. A model has been developed which reproduces quantitatively this delayed initiation of the discharge in laboratory experiments. In short, the short-lived plasma leads, in the presence of an electric field, to Joule heating of a thin air column. After plasma recombination, the expansion of the heated air column leads to a central depression canal, which initiates and guides the electric discharge. Up to 4 m long electric discharges have been produced with megavolt applied voltage. Although many features of these long discharges were similar to those carried on a centimeter scale in the laboratory, and therefore point out to a similar thermally driven discharge initiation, the more complex boundary conditions of the experiment prevented meaningful simulations to test the model.

There are many potential applications of filament-triggered discharges (laser lightning rod, fast switch for high voltage connection, etc.). In this letter, we address another potential application, namely, the contactless capture of current. A crucial requirement for such an application is the resistivity of the produced plasma, which must remain low in order to minimize unwanted power dissipation. Other important questions concern the amount of current such a discharge is able to carry, and the plasma lifetime, which should be long enough so that the plasma column is sustained between successive laser shots even at a low repetition rate. In order to address these questions, experiments have been performed using the Teramobile laser in conjunction with electric power facility designed to test the motors of high-speed trains (TGV).

The Teramobile laser is a mobile chirp pulse amplification laser system based on titanium:sapphire technology delivering pulses of 100 fs duration, with a peak power of several terawatts and a repetition rate of 10 Hz. The laser beam was focused in air with a telescope of 25 m focal length. This led to the formation of a bundle of about 40 plasma filaments over a distance of $\sim 5$ m. Two electrodes consisting of cylindrical copper blocks of 3 cm diameter were placed 2 m beyond the beginning of the filaments. At this point the diameter of the filament bundle was $\sim 7$ mm. It crossed through a 5 mm diameter hole pierced in the first electrode and impinged on the second electrode. The distance between the two electrodes could be varied between 3 and 60 mm. In some experiments, both electrodes were pierced, letting the filament bundle through, with no significant change in the results. The electric voltage applied across the electrodes was either dc voltage of 4 kV or ac of 20 kV. In all measurements, we checked that no spontaneous discharge occurred in the absence of a laser pulse. The current flowing through the plasma when triggered by the laser generated filaments was measured with a coaxial shunt (Fig. 1).

Experiments were also carried out with first electrode hole diameters of 4 and 3 mm with no significant change in the results. However, we could not reach the limit of a single filament because of alignment difficulties.

A typical result in the case of a 3 kV dc voltage is shown in Fig. 2(a) for an electrode separation of 4 mm. One notices a sudden drop (within the detection time resolution of
The voltage across the electrodes while simultaneously the current reaches 250 A, the maximum value allowed by the power supply. The power dissipation in the plasma was around 8 kW, yielding an Ohmic resistance of less than 0.1 Ω/cm. This high conductivity is maintained for the duration of the applied voltage (1.2 s). If the voltage is applied for a longer duration, melting of the electrodes occurs. The melting is accompanied by a thermally driven displacement of the plasma to the top of the electrodes. In this case, the dissipation in the discharge increases significantly, as shown in Fig. 2(b). A triggering rate of 80% was obtained for several hundreds of attempts. In no case, a spontaneous discharge occurred in the absence of a laser shot.

Experiments were also carried out with ac voltage. Figure 3(a) shows the current flowing through the electrodes with a peak voltage of 20 kV at 50 Hz. After the onset of filamentation, the applied voltage drops to near zero and a 50 Hz alternative current flows between the electrodes. The high conducting discharge could be obtained over a distance of up to 6 cm, with a peak current again limited by the power supply. The average power dissipation in the ac mode was 8000 W for a current of 8.9 A rms, yielding an average resistance $R/l \sim 25$ Ω/cm. Triggering of the discharge occurred preferentially when the negative voltage crest was synchronous with the laser pulse. Triggering on the positive crest was also observed, but with less statistical success. In some instances, we observed the discharge occurring at the peak of the negative crest while the laser was coincident with the positive crest [see Fig. 3(b)].

To discuss the results we first note that the applied voltage obviously converts the initial cold, low-density plasma into a high conducting, high temperature, and long-lived plasma column. One can estimate the final plasma temperature by noting that in order to account for the measured plasma resistance, one must assume that all molecules in air become singly ionized. In this case, the plasma conductivity $\sigma$ (Ω$^{-1}$ cm$^{-2}$) can be expressed with the Spitzer formula,

$$\sigma = \frac{l}{RS} = \frac{n_e e^2}{m_e v_{ei}} = 1.53 \times 10^{-4} \frac{e^3}{Z \ln \Lambda},$$

where $n_e$ is the electron density, $v_{ei}$ the electron-ion collision frequency, $T_e$ is the electronic temperature (in K), and $\ln \Lambda$ is the Coulomb logarithm,

$$\ln \Lambda = 23 - \ln \left( \frac{Z\sqrt{n_e}}{(T_e)^{3/2}} \right).$$

For $n_e = 10^{19}$ cm$^{-3}$, $Z=1$, $S=2$ cm$^2$, and $R/l = 0.17$ Ω cm$^{-1}$, we obtain a temperature $T_e = 3.5 \times 10^7$ K $\sim 3$ eV.

Concerning the kinetics of plasma evolution, from a low-density initial plasma ($n_e \sim 10^{16}-10^{17}$ cm$^{-3}$) to a fully ionized plasma, we note that in some instances the discharge was observed with a significant delay $dt \approx 10$ ms [see Fig. 3(b)]. We therefore tentatively attribute the initiation of the discharge to the same mechanism, as discussed in Ref. 3, namely, a thermally induced effect.

In conclusion, the plasma generated by femtosecond laser filaments has a low Ohmic resistivity, and it is able to carry a large current, either dc or ac over a long time $t > 1$ s. These features are promising for applications such as the contactless capture of current.

The authors are grateful to M. Pellet from DGA and to Steffan Hübner for fruitful discussions.
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Spectral correlation and noise reduction in laser filaments

1 Introduction

Recent studies on optical fibers showed that spectral correlations and squeezing occur in temporal solitons [1–8]. The origin of correlations in the intensity fluctuations within the white light continuum is intrinsic to spectral broadening by $\chi^{(3)}$ Kerr effect [9, 10]. Such $\chi^{(3)}$ broadening includes both self-phase modulation (SPM), cross-phase modulation (CPM) and four-wave mixing (FWM). SPM and CPM correspond to the deformation of the temporal envelope of the pulse, while FWM describes the interaction of two incident waves at wavelengths $\lambda_0$ and $\lambda'_0$, which are converted into a pair of photons at the conjugated wavelengths $\lambda_1$ and $\lambda_2$, for which the energy conservation imposes $1/\lambda_0 + 1/\lambda'_0 = 1/\lambda_1 + 1/\lambda_2$. Both SPM and FWM result in typical correlation maps within the spectrum at the exit of the fiber. The wavelengths within the side of the continuum appear anticorrelated with the incident one, while pairs of conjugated wavelengths are strongly correlated [1]. Such correlation maps are very well reproduced by numerical simulations in optical fibers [11]. These simulations also show that photons originating from $\chi^{(3)}$ broadening can in turn undergo subsequent cascaded $\chi^{(3)}$-induced events. The resulting depletion of the corresponding wavelengths results in a more complex correlation map within the continuum [12].

This process occurs at further propagation distances and higher pulse energy, i.e., for higher order solitons. For sufficiently short pulses, phase correlations have been observed within the continuum, i.e., the continuum has a high coherence [13, 14], although such phase correlations are beyond the scope of the present work.

Although remaining in the classical domain, intensity correlations within the white-light continuum, as well as laser noise compression, have also recently been observed in the case of spatio-temporal solitons, namely self-guided filaments generated in the air by high-power, ultrashort laser pulses [15]. Filaments [16] arise in the non-linear propagation of ultrashort, high-power laser pulses in transparent media. They result from a dynamic balance between Kerr-lens focusing and defocusing by self-induced plasma generation. In the atmosphere, filaments have been observed over several hundreds of meters, up to a few kilometers away from the laser source [17]. They can be generated and propagated even in perturbed conditions such as clouds [18] or turbulence [19]. These properties open the way to atmospheric applications [20], such as LIDAR remote sensing, laser-induced breakdown spectroscopy (LIBS) [21], lightning control [22] and free space communications. For example, high sensitivity multi-pollutant detection with a “white-light LIDAR” [20] would greatly benefit of a reduced shot-to-shot noise on the supercontinuum intensity due to the recently observed noise reduction [15].

As described above, the generation of the supercontinuum originates from cascaded $\chi^{(3)}$ events. At the beginning of the process, the fundamental radiation $\omega_0$ generates photon pairs at $\omega_1$ and $\omega_2$, such that $2\omega_0 = \omega_1 + \omega_2$. However, once the continuum intensity is sufficient, the generated wavelengths in turn can undergo four-wave mixing. Therefore, a given wavelength can be generated through a large number of pathways and correlations within the spectrum may be reduced or even lost after some propagation distance.

In this paper, we extend the previous experimental results [15] by investigating the build-up and the evolution of correlations observed within the spectrum of the white-light continuum, with propagation and for increasing beam power. These results are compared with simple simulations based on SPM. Moreover, the influence of the integration window within the spectrum of the supercontinuum is investigated, providing an optimal filtering scheme for laser noise reduction in laser filaments.
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ABSTRACT Intensity correlations and noise reduction are observed and characterized in the broadband supercontinuum generated by spatio-temporal solitons propagating in air, i.e., in filamentation of ultrashort laser pulses. Large correlations and reduction of the laser noise are observed already at the first steps of the filamentation process, while further propagation results in cascaded $\chi^{(3)}$ broadening processes and yield complex correlation maps. The spectral range yielding an optimal laser noise reduction of 3.6 dB is found to cover 10 nm around the fundamental wavelength.
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2 Experimental setup

The experimental setup is depicted in Fig. 1. A CPA (chirped pulse amplification) Ti:sapphire laser system delivered 200 fs pulses at 22.5 Hz repetition rate, centered at 815 nm, with ~10 mm beam diameter (at 1/e² level). The pulse energy could be varied from 1 to 6 mJ. The beam was focused by a spherical mirror with 5 m focal length, yielding a non-linear focus (filament onset) ~3 m downstream of the spherical mirror. The spherical mirror was defined as the origin of the propagation axis (z = 0). The filament length was ~4 m. At given distances z comprised between 2 and 12 m, the beam was scattered on a spectrally neutral target, and the light was collected with a fiber into a spectrometer providing 0.3 nm resolution between 725 and 900 nm. In each experimental condition, 5000 spectra were recorded, normalized to 1, and used to compute the cross-correlation map of the intensity fluctuations across the spectrum. The correlation between two wavelengths \( \lambda_1 \) and \( \lambda_2 \), was calculated as:

\[
C(\lambda_1, \lambda_2) = \frac{V(n_1 + n_2) - (V(n_1) + V(n_2))}{2\sqrt{V(n_1)V(n_2)}},
\]

where \( V(x) \) is the variance of variable \( x \) and \( n_i \) the photon number (or, equivalently, the intensity), at the wavelength \( \lambda_i \).

3 Results and discussion

3.1 Correlations of the intensity fluctuations

Figure 2 displays the map of cross-correlations of the intensity fluctuations before the onset of the filaments ((a), \( z = 2 \) m), shortly after it ((b), \( z = 3.5 \) m), and at the filament end ((c), \( z = 8 \) m). Before filamentation, correlations are limited to the region corresponding to \( \lambda_1 = \lambda_2 \). The regions of negative correlation are due to a slight jitter of the fundamental wavelength, as suggested by numerical simulations (see below). Once filamentation occurs (\( z \geq 3 \) m, i.e., only 0.5 m propagation within the filament, see Fig. 2b), SPM is initiated, and positive correlations are observed in regions corresponding to nearly conjugated wavelengths (\( 2\omega_0 = \omega_1 + \omega_2 \)). In contrast, negative correlations form a dark cross centered on the fundamental wavelength. In other words, the generation of the white-light photons requires depletion of the number of photons about the fundamental wavelength. This behavior is the signature for a simultaneous generation of both the Stokes and the anti-Stokes components of the continuum originating from the depletion of the fundamental wavelength of the incident laser [15]. Further propagation of the filament (Fig. 2c) results in a more complicated structure of the correlation map, with stripes of positive and negative correlations appearing around the fundamental wavelength. These stripes are due to the typical oscillatory structure of the supercontinuum generated by \( \chi^{(3)} \) broadening, which results from the beating of the waves generated at each wavelength in two slices of the pulse which have the same time derivative of the intensity [23]. After the filament end, the correlation map does not evolve anymore since the laser intensity is too low to allow further \( \chi^{(3)} \) broadening.

The same evolution is observed when the laser power is progressively increased while the measurement is performed at a fixed position downstream of the filament (\( z = 12 \) m, Fig. 3). At low input beam power (1.3 mJ/pulse, i.e., 6.5 GW,
only twice the critical power for filamentation in air [24]),
the pattern typical of a single-step SPM process (Fig. 3a) is
observed. Increasing the laser power allows cascaded $\chi^{(3)}$
broadening events resulting in much more complex patterns
(Fig. 3b, 9 GW), and even the disappearance of the correlation
between conjugated wavelengths (Fig. 3c, 16 GW). These
complex patterns correspond to highly structured spectra of
the continuum, as displayed under the correlation maps of
Fig. 3.

These results show that intensity correlations within the
spectrum of the white-light supercontinuum are generated
in the course of self-guided filamentation. The absorption
and (incoherent) scattering of light by the plasma which is
generated within the filaments does not prevent correlations
within the spectrum of the continuum. This is further con-
firmed by comparing the observed correlations maps (see e.g.,
Fig. 2b) with numerical simulations for temporal solitons (i.e.,
in fibers) performed by Schmidt et al. [11]. Although they do
not take ionization nor other higher order processes into ac-
count, these simulations yield the same characteristic pattern
in which each wavelength is correlated with its conjugate but
anticorrelated with the fundamental wavelength.

The agreement of these calculations with our experimen-
tal results is fairly good, although the spatial resolution of our
experiment does not allow observing the longitudinal fluc-
tuations of the correlation map. Moreover, according to the
simulations, the square regions with positive correlation in
Fig. 2, as well as the positive stripes within the negative cor-
relation cross, stem from higher-order solitons. Now, we ob-
serve experimentally such patterns for high powers and/or
long propagation distances, i.e., when cumulative broadening
occurs.

To further assess the critical role of $\chi^{(3)}$ broadening in
the generation of correlations, we performed a simple simu-
lation of the correlation map. Here, the propagation of the
self-guided filament is not described in detail. Instead, only
the effect of laser noise on SPM generation is considered. The
initial electrical field is defined by its carrier frequency and
envelope:

$$E(z, t) = E_{0} \cos(\omega_{0}t - \Delta \varphi(z, t)) \exp(-r^{2}/2\tau^{2}),$$

(2)

where $t = T - z/c$ is the reduced time, $T$ is the absolute time,
$z$ is the position along the propagation axis, $c$ is the vel-
ocity of light, $\omega_{0}$ the frequency of the carrier wave, and $\tau$
the pulse duration. The envelope $E(t) = E_{0} \exp(-t^{2}/2\tau^{2})$ is used
to compute the dephasing $\Delta \varphi(z, t)$ due to Kerr effect after
a propagation distance $z$ for each temporal slice of the pulse:

$$\Delta \varphi(z, t) = n_{2}E^{2}(t)z,$$

(3)

where $n_{2}$ is the non-linear refractive index ($n_{2} = 4 \times
10^{-19}$ cm$^{-2}$ W$^{-1}$ in the air at 800 nm [25]). A Fourier trans-
form of the deformed carrier yields the resulting spectrum. To sim-
plify the calculation, we consider that the intensity within
the filament is strictly clamped for a given shot [26], so that
the SPM-generated spectrum can be calculated within one
iteration.

We repeated the calculation for initial intensities and
wavelengths randomly fluctuating around the nominal param-
eters of the experiments (200 fs pulses at 815 nm, with a mean
intensity of $3.3 \times 10^{16}$ W/m$^{2}$). The intensity was normally
distributed with a standard deviation of $4.3 \times 10^{15}$ W/m$^{2}$,
as estimated from the experimental data. Moreover, a slight jitter
of 0.3 nm on the central wavelength has been added. This fluc-
tuation corresponds to a jitter of the central wavelength be-
tween two pixels of the spectrometer. The resulting set of 500
simulated spectra yielded a correlation map, calculated with
the same procedure as for experimental data. Figure 4 displays
the resulting correlation maps for several propagation dis-
tances, similar to those of the experimental results displayed
in Fig. 2, namely before filamentation, 0.5 m after the begin-
ing of filamentation and at the filament end, respectively.

The calculated results are very similar to the experimental
ones, showing that the dominant process is actually SPM and
that the ionization does not jeopardize the correlations in spite
of its higher order nonlinearity and lack of coherence (as ion-
ization is not taken into account). Note that the large regions
of positive correlation away from the fundamental wavelength
stem from the fact that, away from the oscillatory spectrum
around the fundamental, both wings of the continuum are gen-
erated simultaneously, all the more efficiently that the incident
intensity is higher.
3.2 Laser noise reduction

The occurrence of correlations within the spectrum allows us to expect noise reduction for adequately selected spectral regions. We have recently reported a laser noise reduction of 1.2 dB in filaments, even though the filter (flat gate open from 785 to 820 nm) was not optimized [15]. The noise reduction of the spectrally filtered filament supercontinuum is defined as $-10 \log \left( \frac{I_{\text{filament}}}{I_{\text{ref}}} \right)$, where $I_{\text{filament}}$ and $I_{\text{ref}}$ are the intensities associated with the filament and the unfocused laser beam taken as reference, respectively, integrated over the considered spectral interval. In order to estimate the highest level of compression that would be achievable using filaments, we sought for an optimal filter, restricting ourselves to square bandpass filters within the 750–880 nm spectral range, and considering experimental data with 6.5 GW peak power, corresponding to Fig. 2. The spectral range yielding maximal noise reduction is 809–819 nm, i.e., centered on the incident laser wavelength (815 nm). This range is independent of the propagation distance within the filament. The noise reduction over this optimal spectral range increases from 0.69 dB shortly after the filament onset, to 3.6 dB at the filament end. This value is three times more than reported in [15]. Moreover, it is comparable with the squeezing observed in fibers after correction for the detection losses (e.g., 4.1 dB in microstructured fibers [27] and 3.2 or 3.7 dB for classical fibers [28, 29]), although in our experiment the conditions are far from sub-shot noise. Therefore, soliton propagation in laser-generated self-guided filaments can be expected to be a good candidate for laser-noise reduction.

4 Conclusion

As a summary, we have characterized the correlations of the intensity fluctuations and the noise reduction observed in the broadband supercontinuum generated by spatiotemporal solitons propagating in air (filamentation). Large correlations and reduction of the noise is observed already at the first steps of the filamentation process, before multi-step $\chi^{(3)}$ broadening. Multi-step $\chi^{(3)}$ broadening results in more complex correlation patterns without reducing the maximum correlation values. An optimal noise squeezing of 3.6 dB is obtained for a 10 nm wide spectral range centered on the fundamental wavelength.
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Highly nonlinear effects are expected to prevent long distance propagation of ultrashort and ultraintense laser pulses in the atmosphere. Kerr self-focusing should lead to catastrophic collapse, while laser-induced plasma should defocus the beam. However, at the subjoule and terawatt levels, a subtle balance between Kerr focusing and defocusing by the induced plasma leads to “laser filaments” that are stable over many tens of meters and produce a coherent supercontinuum. We investigated the scalability of this propagation well beyond these energies and powers by launching 26 J, 32 TW pulses delivered by the Alisé beamline of the CEA-CESTA in the atmosphere. We show that filamentation still occurs at these extreme levels. More than 400 filaments simultaneously generate a supercontinuum propagating up to the stratosphere, beyond 20 km. This constitutes the highest power “atmospheric white-light laser” to date. 

We investigated the vertical propagation in air of pulses from the Alisé laser facility. Alisé was used in a chirped pulse amplification configuration with six stages of Nd:phosphate amplifiers. It provides compressed pulses of up to 26 J energy centered at the wavelength \( \lambda_0 = 1053 \text{ nm} \), with a spectral width of 3 nm full width at half maximum (FWHM). During the experiment, the pulse duration was varied from 520 fs to 65 ps FWHM. We investigated pulses up to 32 TW peak power, corresponding to about 5000 times the critical power for self-focusing \( P_{\text{cr}} = \lambda_0^2/(2\pi n_2) \approx 5.8 \text{ GW} \) at 1053 nm, considering \( n_2 \approx (3-4) \times 10^{-19} \text{ cm}^2/\text{W} \) in the air. The beam was emitted vertically into the atmosphere, either collimated (natural divergence of 10 \( \mu \)rad) or slightly focused through lenses (\( f = 16 \text{ m} \) or \( f = 300 \text{ m} \)) installed at the exit of the grating compressor. Laser diagnostics included a beam profile analyzer, a single-shot autocorrelator, and a streak camera. A frequency-doubled Nd:YAG (yttrium aluminum garnet) laser, collinear to the Alisé beam, was used as a reference for quantitative estimation of the conversion efficiency into the white-light supercontinuum.

The backscattered white-light signal was detected by a slightly off-axis (50 cm) Lidar system consisting of a 20 cm telescope equipped with detectors sensitive in three spectral ranges in the visible and near-infrared regions. Further spectral selectivity was achieved by using bandpass filters. Simultaneously, the beam was imaged from the side, from an off-axis distance of 5–30 m, by a color-frame, digital charge coupled device camera (Nikon D70).

Once pulses are launched into the air, Kerr effect is initiated in the beam. For the ultrahigh powers \( P \gg 100 P_{\text{cr}} \), as is the case in our experiment, multifilamentation occurs through modulational instability that breaks up the beam into periodic cells over very short propagation distances \( z_{\text{fil}} \approx 2P_{\text{cr}}/(\lambda_0 I_0) \approx 1–3 \text{ m} \) for an incident intensity \( I_0 \approx 4–6 \times 10^{11} \text{ W/cm}^2 \). This breakup results in an overall honey-comb-like filamented structure observed far from the laser source. However, in our experiment, multifilaments were relatively weak and generated a supercontinuum propagating up to the stratosphere, beyond 20 km. This constitutes the highest power “atmospheric white-light laser” to date.© 2007 American Institute of Physics.
comb beam structure, the cells of light being separated by “bridges.”\(^{13-15}\) These structures appear as dark straight lines on the beam profile recorded on a photosensitive paper after only 11 m propagation (Fig. 1). Along these structures, hot spots can be observed, which correspond to the onset of mature individual filaments [see Fig. 1(d)]. Their high intensity is confirmed by their ability to locally ablate the surface of a paper screen within a single shot. Calibrated ablation tests showed that the intensity within the filaments is slightly higher than the clamped intensity of \(5 \times 10^{13} \text{ W/cm}^2\) observed in subjoule beams at 800 nm.\(^{16}\) This finding suggests that even at multijoule energies, the filamentation process is governed by the dynamic balance between Kerr effect and plasma defocusing. Hundreds of filaments are observed within the beam profile unless the beam is focused too strongly [Fig. 1(c)]. We counted typically one filament for each 3.5–7.5 critical power \(P_{\text{cr}}\), very close to that observed at lower power with the Teramobile (5 \(P_{\text{cr}}\) per filament),\(^{17}\) although the latter experiments were performed at a wavelength of 800 nm instead of 1.05 \(\mu\)m.

The occurrence of self-guided filaments shows that, as is the case for lower pulse energy, Kerr lens self-focusing does not cause the beam to collapse, but instead promotes a dynamic balance with defocusing induced by the electron plasma generated at the nonlinear foci. This allows the beam to propagate collimated at long distances in spite of strong self-focusing. Filaments generated in the beam emit the white-light continuum forward as a white-light laser,\(^3\) which was clearly visible to the naked eye, propagating to high altitudes in the zenith direction as a collimated beam. Moreover, the laser supercontinuum was observed on Lidar signals over the whole visible spectrum, from 300 to 850 nm, showing that its spectrum is extremely broad. Figure 2 displays the white-light Lidar signal detected in the 300–475 nm spectral region as a function of altitude. Although the acquisition is single shot, the signal can be observed up to 20 km in the stratosphere. This is all the more remarkable that the considered spectral region is more than 600 nm away from the fundamental laser wavelength. This spectacular result constitutes the most powerful Lidar signal acquired so far and definitely assesses the capability of 30 TW pulses to propagate over kilometer-range distances.

To efficiently exploit the possibilities opened by multijoule pulses in the atmosphere, one critically needs to control their propagation. For this reason, we investigated the effect of the pulse duration on the filament location (onset distance and filamentation length). This was performed by adjusting the laser chirp, i.e., by tailoring the pulses so that the spectral components of the ultrashort laser beam are launched in a sequence, resulting in overall longer pulses with reduced peak power.\(^4\) The effect of chirp on filamentation clearly appears when comparing images of the beam in the visible spectral region (Fig. 3). Filamentation can be identified as regions where a source term for white light is detected. Such a source term is indicated by an increase of the white-light signal compared to the reference YAG laser, which provides a reference for intensity normalization. We observe white light already at the bottom of the image (19 m) for all chirps. However, larger chirps lower the peak powers and yield less efficient white-light conversion per unit length. The shortest pulses of the series (570 fs, i.e., 32 TW) yield shorter filamentation (filament end at 100 m), while 2.1 ps pulses (9 TW) push the filamentation end 350 m away from the laser source. The observed altitude dependence on the pulse duration of the laser beam shows that filamentation of ultra-high power, multijoule laser pulses can be controlled remotely by changing the laser parameters as is currently performed on smaller laser classes.

FIG. 1. Beam profile after \(\sim 11\) m propagation (a) \(f=\infty\) (2550\(P_{\text{cr}}\), 420 filaments), (b) \(f=300\) m (2200\(P_{\text{cr}}\), 290 filaments), and (c) \(f=15\) m (3180\(P_{\text{cr}}\), no filaments distinguishable). (d) Detail of the filamentary structure of (b). Gray circles highlight the filaments.

FIG. 2. Single-shot white-light Lidar signal in the 300–470 nm spectral region, displaying signals up to 20 km in spite of a cloud layer (cirrus) around 10 km. Note the dual intensity scale.

FIG. 3. (Color online) Chirp dependence of the filament onset. (a) Side image of the beam. Signal corresponding to larger initial chirps (lower peak powers) rises more slowly but over longer distances: The white light is still generated at higher altitudes, although filamentation is weaker in this case. (b) Observation geometry.
Practical applications of ultrashort lasers in the atmosphere require to control not only the filamentation location but also the build-up of the white-light continuum. We compared (Fig. 4) the Lidar signal in three spectral regions of the continuum (360, 500, and 650 nm, with 10 nm bandwidth) for three chirp values. The analysis shows that the chirp almost does not affect the ratios between different wavelengths. This means that the shape of the spectrum of the continuum generated in the filaments is comparable. Moreover, the signal detected at a given wavelength (hence, the generation efficiency of the white light at this wavelength, at the fixed incident pulse energy of 15 J) is almost inversely proportional to the pulse duration. The reference YAG signal permits us to estimate the absolute value of the signal at 650 nm for the shorter pulses (520 fs) to be 2.2 mJ, corresponding to a conversion efficiency of \( \sim 1.5 \times 10^{-5} \text{ nm}^{-1} \) for 31 TW laser pulses. Considering the width of the continuum and its expected exponential decay\(^{18}\) away from the fundamental wavelength, this figure leads us to estimate that the overall conversion efficiency from the fundamental into the continuum amounts to a few percent. This conversion efficiency is smaller than may have been expected from extrapolations based on previous measurements at 800 nm at lower power and energy.\(^{18}\)

Although longer fundamental wavelengths could have been expected to yield more spectral broadening,\(^{19,20}\) this observation can be understood when considering that the intensity within the filaments is clamped and that their number, which is proportional to the power, does not influence much the white-light spectrum.\(^{21}\) Spectral broadening is thus governed by the time gradients of the intensity through nonlinear phase variations. These gradients are sharper for shorter pulses, which then yield more efficient broadening.\(^{22}\) Therefore, further optimization of the white-light generation would require one to increase the peak power by shortening the laser pulses, even at the cost of a reduced pulse energy.

As a conclusion, we have shown that ultraintense laser beams up to 30 TW, 20 J generate multiple (up to 400) filaments through processes remarkably similar to those observed for subjoule pulses.\(^{4}\) Although conversion into the supercontinuum is less efficient than with shorter pulses (a few percent), the white light propagates up to the stratosphere, i.e., beyond 20 km, constituting the highest power white-light laser to date. These results are encouraging for the use of multijoule, ultrashort laser pulses in both future nonlinear white-light Lidars or applications requiring the remote delivery of high intensities, such as lightning control.

This work was partly funded by the Délégation Générale à l’Armement (Grant No. 05.34.034) and the Agence Nationale de la Recherche (Grant No. NT05-1_43175).
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Abstract: We show that the THz radiation emitted in the radial direction by a femtosecond filament created in air is linearly polarized and coherent. By applying an electric field along the filament axis this THz radiation is strongly enhanced and becomes incoherent and not polarized.
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1. Introduction

An intense femtosecond laser pulse propagating in air undergoes filamentation. During filamentation, a long low density plasma column is produced. It has been predicted that this plasma column should emit THz radiation in a direction perpendicular to the filament axis [1]. This prediction has been verified experimentally [2, 3], although the physical model underlying this prediction has been disputed [4-8]. Besides the original interpretation in terms of longitudinal plasma oscillations induced by radiative pressure [1], other models assign the THz emission to a Cerenkov-like process arising from the ionization front driven by the ponderomotive force of the laser pulse [4], or to the energy relaxation by inelastic scattering of the produced free electrons [8]. Important information allowing to distinguish among these
processes, particularly the last one, can be obtained from the polarization and coherence properties of the THz emission.

In this manuscript, we study the polarization and coherence properties of the radial THz radiation from a filament in air. We also measure the THz emission when a voltage is applied to the plasma column. A considerable increase of the emission is observed in this last case. This increase is accompanied by a drastic change in the polarization and the loss of coherence of the emission, indicating a new mechanism for its origin. We discuss a possible origin of this incoherent emission.

2. Experimental set-up and polarization of the radial THz emission

The experimental set-up is shown in Fig. 1. Two different lasers were used in the experiment. The first is a laboratory CPA [9] laser chain delivering 120 fs long optical pulses at 800 nm with a maximum energy per pulse of 10 mJ, at a repetition rate of 10 Hz. In this case a single femtosecond filament is created by focusing the laser beam in air with a 2 m-focal lens. The second laser is the Teramobile [10], delivering 100 fs long pulses at 10 Hz with an energy per pulse of 200 mJ. The Teramobile laser pulse is focused with a telescope, the focal length of which can be varied from 10 m up to infinity. For these experiments we set the telescope focal length at 18 m. In this case approximately 40 filaments are produced in a bundle of ~ 8 mm diameter.

The THz radiation emitted by the plasma filament is detected by means of a heterodyne detector placed perpendicularly to the filament direction. The local frequency of the heterodyne detector is 91 GHz. The detected frequencies are comprised between 88 and 94 GHz with a rejection filter at 91 GHz, to avoid feedback resonances. A waveguide in front of the detector channels the THz radiation to the detector. To perform a measurement of the polarization of the THz emission, we use a linear polarizer consisting of a specially designed metallic grid in front of the heterodyne waveguide. Using the unpolarized emission from a cw thermal source as a test, we first observed that a rotation of the waveguide and detector with respect to the grid polarizer yields a Malus law. This indicates that the waveguide plus detector system acts as a linear polarizer along the polarization axis of the detection. We then oriented the ensemble either parallel or perpendicular to the filament axis.

The result is shown in Fig. 2 for a single filament. We find the THz component to be linearly polarized along the filament axis. Figure 2 clearly shows that the component of the THz electric field perpendicular to the filament direction is zero (continuous line in the Fig. 2). We also verified that the THz signal is independent of the polarization direction of the laser beam producing the filament. The same polarization properties were found with multi-filament configuration using the Teramobile laser beam.

![Fig. 1. Experimental Set-up. See the text for a detailed description.](image-url)
3. Study of the coherence properties of the radial THz signal

In order to monitor the coherence of the emission, we measured the interference between the THz emitted from one side of the filament and that emitted from the opposite side, after reflection on a movable perpendicular mirror (see set-up in Figs. 1 and 5(a)). We expect, for a coherent source, to observe an interference pattern with a period of one-half wavelength ($\lambda / 2$). In the present experiment, the frequencies detected by the heterodyne system are comprised between 88 and 94 GHz (91 ± 3 GHz). We expect therefore an interference pattern with a period of $1.65 \pm 0.05$ mm. Results are shown in Fig. 3(a). By moving the metallic mirror we get an interference pattern with a period of $\lambda / 2$ (1.6 ± 0.2 mm) as expected, with a good contrast as shown in Fig. 3(a). The visibility of the fringe pattern is better than 0.5. The coherence length of the detector is 5cm. The mirror is placed at 20cm from the filament and is moved back over 1cm. The length that gives the delay between the waves emitted from the two opposite sides is therefore 42cm, almost one order of magnitude longer than the detector coherence length. We conclude therefore that the fringes we observe are a proof of the coherence (first order) of the emitted radiation.

Repeating the same experiment with the Teramobile laser, we notice the absence of fringes, as shown in Fig. 3(b). This can be understood simply by noting that the signal is the sum from many filaments which are not located at the same distance from the detector and/or reflecting mirror. The superposition of phase shifted emissions washes out the fringe pattern even if each individual filament emits coherent THz radiation. Nevertheless, the linear polarized nature of the emission subsists, because the emission from each individual filament remains polarized.
4. Radial THz emission in presence of a DC longitudinal electric field

In a second experiment, we applied an electric potential difference \( V \) (see Figs. 1 and 5(a)) to a portion of the filament by means of two copper electrodes separated by 4 cm and placed along the midsection of the filament. Each electrode has a 2 mm-diameter hole in its center to let the filament pass through. The current \( I_e \) flowing through an external resistor \( R \) of 10 \( \Omega \) could be measured when the electric circuit was short-circuited by the plasma channel. With a distance of 4 cm between the electrodes the applied static voltage could be varied from \( V=0 \) kV up to about \( V=120 \) kV before having a spontaneous electric discharge in air starting at the edges of the electrodes.

Results are shown in Fig. 4(a). The THz radiation energy increases quadratically as a function of the applied DC voltage. With an applied electric field of 3 kV/cm we find a THz signal larger than for an un-charged filament by more than one order of magnitude. A plot of the maximum current signal as a function of the DC voltage applied between the electrodes gives a linear dependence, as shown in Fig. 4(b).

A study of the polarization pattern of the emission in the presence of the DC field, using the same procedure as described above, shows that it is unpolarized. Both perpendicular and parallel components of the signal have the same order of magnitude, as shown in Fig. 5(b).

Fig. 4. Evolution of the horizontal component of the THz signal (a) and the peaks of the current signal (b) with the applied voltage. In the graph of the Fig. 4(a) the area of the THz signals in the inset is plotted as function of the applied voltage, the experimental data are well fitted by a quadratic law (continuous line).

Performing the interference experiment with a single filament, we found that the interference fringes disappear in presence of the applied potential difference, indicating the presence of an incoherent radiation. This result is shown in Fig. 5(c). We have verified that the peculiar geometry of our source (thin string) cannot induce polarization or interference effects by repeating the experiment with a 200 \( \mu \)m thick heated metallic wire. No polarization or obvious interference was found from this source.

5. Explanation of the results by means of a phenomenological model

We have considered several mechanisms for the new THz signal. Löffler, et al. [11] have previously observed an intense THz emission in the presence of an electric field by strongly focusing an intense femtosecond laser pulse in air. In the experiment of Löffler, et al., the external electric field was parallel to the laser field in contrast to our experiments. They attribute the THz emission to the tunneling regime of ionization, when the laser intensity reaches \( 10^{15} \) W/cm\(^2\). In our case, the THz radiation is emitted by a plasma channel created by filamentation. The laser intensity in the filament is well known to be clamped to a maximum value of about \( 5 \times 10^{13} \) W/cm\(^2\) [12]. At such intensities, the ionization mechanism can still be adequately described by a multi-photon perturbation regime. Therefore we conclude that tunneling ionization we observe is not responsible for the enhanced THz emission.
Both the polarization and interference experiments indicate the onset of a new emission mechanism by the electrically charged filament. Moreover, the THz signal in presence of the DC electric field appears with a delay of about 2ns with respect to the signal without electric field. It can be clearly seen from the graph of Fig. 6. When a weak potential difference is applied between the two electrodes, we can distinguish two peaks on the signal. The first peak, around zero, does not depend on the electric field intensity and keeps its polarization direction. The second peak depends on the electric field intensity and is not polarized.

The most likely explanation is based on Joule heating of the charged plasma column, generating a thin hot air wire. This mechanism was investigated by our group in 2001 [13]. Using time-resolved diffractometry technique [14], we showed that the Joule heating of a thin air column and its subsequent expansion is responsible for the initiation of guided discharges by filaments. We estimate the increase of the temperature of the air column as follows. The maximum dissipated energy in the air column is given by \( \Delta E_J = \Delta P_J \cdot \tau \), where \( \tau \) is the lifetime of the plasma, which is of the order of 1 ns [14] and \( \Delta P_J = V \cdot I \), where \( I \) is the current flowing in the circuit. From the graph in the Fig. 4(b) we obtain \( \Delta E_J = \Delta P_J \cdot \tau = 3 \times 10^4 W \times 10^{-9} s = 30 \mu J \). Finally, we have \( \Delta T = \Delta E_J / (M \cdot C_v) = 100 K \) where \( C_v = 1 J \cdot g^{-1} \cdot K^{-1} \) is the specific heat capacity of the air and \( M = 1.6 \times 10^{-7} g \) where \( M = \rho \cdot \pi r^2 L / 4 \) is the mass of the heated air column where \( \rho = 10^{-3} g \cdot cm^{-3} \) is the air density, \( r = 50 \mu m \) the filament radius and \( L = 4 cm \) the distance between the two electrodes. This calculation is made assuming a constant air pressure and is in agreement with the increase of the temperature of the air column extracted from the analysis of time-resolved diffractometry in Ref. [14]. We therefore attribute the increase of THz emission with applied electric field, as well as the unpolarized and incoherent character of this new THz emission to the same heating process with the subsequent black body radiation from the heated air column.

Under such a hypothesis we can estimate the total power emitted in space by the heated air in the 100 GHz range. According to Wien’s law the maximum emission frequency for a
black-body at 400 K is around 23.6 THz. Therefore, at the detection frequency of 91 GHZ, the Black-body law is well approximated by the Rayleigh-Jeans law. We can then calculate the total power emitted in total space by the filament by using the following formula:

\[ \Delta P = \frac{4\pi^2 R L}{c^2} \nu^2 k_B \Delta T \Delta \nu. \]  

(2)

This formula represents the Rayleigh-Jeans law integrated over the emitting surface \(2\pi r L\) of the filament and multiplied by the detected frequency range \(\Delta \nu = 6 \text{GHz}\). \(\Delta T\) is the variation of temperature responsible for the emission and \(\nu = 91 \text{GHz}\). The coefficient \(k_B = 1.38 \times 10^{-23} \text{J·K}^{-1}\) is the Boltzmann’s constant. For an increasing of temperature of \(\Delta T = 100 K\) we can estimate from Eq. (2) that the total power emitted by the 10 kV charged filament in the 6 GHz range around 91 GHz is about \(\Delta P = 60 \text{pW}\).

Fig. 6. Signal of the radial THz emission from the filament in presence of a weak electric field applied along the filament. The second peak of the signal increases as the electric field increases. The first peak does not depend on the applied electric field. The delay between the two peaks for weak applied electric fields is about 2ns.

Finally, returning to the THz emission in the absence of electric field, we note that its coherence properties are consistent with the Cherenkov mechanism proposed by Sprangle, et al. [4] but is not consistent with the mechanism proposed in Ref. [8]. We can estimate that the total power emitted in the absence of applied field is one order of magnitude less than the power from the thermal emission in the presence of an external field. Therefore we estimate the total power emitted by the un-charged filament to be about 6 pW, in agreement with the model of Ref. [4]. As pointed out by Sprangle, et al. [4], the emitted pulse duration should be of the order of 50 ps and have a spectrum extending over several THz.

6. Conclusion
In conclusion, we have shown that the radial THz emission from a single plasma filament in air is linearly polarized along the filament axis and is coherent. When the filament is electrically charged, an order of magnitude increase of the signal is observed. This is accompanied by a loss of coherence and a depolarization, showing that it corresponds to the appearance of a new emission mechanism. We interpret the new emission as due to the blackbody radiation of a thin air column left after the plasma has recombined.
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A new terahertz (THz) source in air based on the bifilamentation of femtosecond laser pulses is reported. This THz radiation is 1 order of magnitude more intense than the transition-Cherenkov THz emission from femtosecond laser filaments reported recently and shows different angular and polarization properties. We attribute it to the emission from a bimodal transmission line created by two plasma filaments.
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THz spectroscopy is rapidly emerging as a new domain with rich implications in both fundamental and applied sciences. However, up to now, a major obstacle for its use has been the strong attenuation (100 dB/km) that THz radiation experiences while propagating in air, due to the presence of water vapor. Recently, a method of generating THz was demonstrated which provides a solution to this problem [1]. It was shown that a femtosecond laser pulse undergoing filamentation emits a strong THz pulse confined in a narrow cone oriented along the forward direction. By simple manipulation on the laser pulse undergoing filamentation, it is possible to place the filament formation, hence the THz radiation source, in the immediate proximity of a remote sample. Therefore, in terms of effective irradiance at long distance, this method easily surpasses other known THz sources in spite of the fact the overall efficiency of the transition-Cherenkov emission is relatively low. A first demonstration showed the production of THz at a distance of 30 meters from the laser. Another advantage of this method is its extreme simplicity: filamentation being a self-action does not require any precise alignment.

The physical origin of the THz radiation was attributed to a transition-Cherenkov emission process from the electron current pulse propagating in the wake of the laser pulse along the plasma filament. A short laser pulse undergoing filamentation forms a plasma channel in its wake due to the interplay between the Kerr-like focusing in air and defocusing on plasma electrons. The generated plasma is weakly ionized (typically, about 0.1% of the oxygen molecules in air are ionized) yet it is strongly collisional, since the gas pressure is atmospheric. The ponderomotive force of the laser pulse produces in plasma an electron current oscillating at a frequency around 1 THz (the density of free electrons produced by filamentation is \( \sim 3 \times 10^{16} \text{ cm}^{-3} \)). This longitudinal plasma oscillation is strongly damped (relaxation time \( \sim 300 \text{ fs} \)). Therefore, this current pulse can be assimilated to a dipole oriented along the propagation axis and moving at the speed of light. For a finite length of filament, the moving dipole emits a radially polarized, broadband electromagnetic radiation due to the Cherenkov-like effect in a cone of the aperture determined by the ratio of the filament length to the emission wavelength. Excellent agreement is found between the measured radiation pattern at around 100 GHz and the predictions from the theoretical model.

In this Letter we present new results where a similar forward oriented THz emission is produced in air. However, its physical origin is different, which is manifested in higher intensity and different angular distribution and polarization. It is obtained by sending a sequence of two femtosecond IR laser pulses separated by less than 3 ns, forming two overlapping filaments in air. The first and second pulses individually produce the transition-Cherenkov THz emission described above. However, surprisingly, the magnitude of the THz radiation from the pulse sequence is larger by more than 1 order of magnitude (see Fig. 1). The radiation pattern is also different: the maximum of radiation intensity is on the propagation axis (see Fig. 2), and its polarization is strictly linear, instead of being radially polarized. However, the polarization direction does not depend upon the polarization directions of either laser pulses.

The laser used in our experiments was the Teramobile system, which provides 150-fs pulse at 800 nm with as much as 300 mJ of energy per pulse [2], or a 100 Hz Ti:sapphire laser delivering 50 fs pulses at 800 nm with a maximum energy of 15 mJ per pulse. In the experiments, the output femtosecond pulse was split into two pulses by a Mach-Zehnder interferometer so that the time delay between the two pulses could be continuously adjusted. After the interferometer, the collinearly propagating pulses were focused by the same convex lens to form two spatially overlapping filaments (see inset in Fig. 1). The filament length depends on the focusing conditions. It was varied from 5 to 50 cm in the present experiment.

The forward THz radiation was reflected by a centrally pierced metallic mirror positioned at the end of filament.
The mirror collected the THz radiation while transmitting the filament core through the central hole with a diameter of 1 cm. The reflected THz radiation was focused by a Teflon lens and detected with a heterodyne detector, which is sensitive to the 91 GHz frequency component. In this way, the entire forward THz radiation at this wavelength was collected except the leakage of the THz through the hole on the mirror center.

The amplitude of the THz signal obtained with the pulse sequence from the “Teramobile” laser is shown in Fig. 1 as a function of the time delay between the two IR pulses in the case of focal length $f = 2$ m. The energy of the first and second pulses was 3.7 and 2.8 mJ, respectively. The THz signals produced individually by each of the two pulses are also shown. With both pulses, an enhancement of the THz radiation by more than 1 order of magnitude is observed for time delays shorter than 1 ns. Close to zero time delay, the enhancement is slightly reduced. With larger time delays, the enhanced THz emission decreases gradually, and it becomes equal to the sum of the individual THz signals for delays exceeding 4.6 ns.

To measure the angular pattern of the emission, the pierced mirror was removed and a waveguide for the THz radiation was used instead of the Teflon lens [1]. The angular distribution of this THz emission was measured by rotating the detector in the horizontal plane around a point on the filament axis. In Fig. 2, the THz radiation patterns from single and double IR pulse filaments are presented. We notice that the maximum radiation intensity obtained with two pulses lies along the propagation axis, in contrast to the single pulse case.

We also measured the polarization properties of this new THz emission. Inside the THz detector, a rectangular waveguide acts as a linear polarizer. Correspondingly, the polarization of the THz wave can be measured by rotating the detector around its axis. The THz signal yields a Malus’ law, which indicates that the THz radiation is linearly polarized. The polarization direction of the THz radiation was found to be independent on the polarization directions of both IR pulses. However, we observed that the polarization direction changed day by day and was very sensitive to the alignment of the two IR pulses. This feature will be discussed later in detail.

These three observations indicate that the physical origin of the THz radiation generated by the double pulse is different from the transition-Cherenkov mechanism. We have explored several possibilities to elucidate its origin:

1) THz emission from the second IR pulse amplified by the plasma formed by the first pulse.—Since the enhancement of THz radiation is observed for time delays of up to a few ns between the two pulses, it obviously points out to a retarded effect connected to the presence of a plasma.

FIG. 1. Amplitude of the THz signal as a function of the time delay between the two IR pulses. The signal generated by the first and the second pulse individually is also shown. The gray, white, and black bars denote the THz signal produced by the pulse sequence, the first pulse, and the second pulse, respectively. Inset: the schematic setup of the experiments, L: convex lens, D: heterodyne terahertz detector, M: metallic mirror with a 1-cm-hole on the center.

FIG. 2. (a) Angular distribution of THz radiation from single IR pulse filament, (b) angular distribution of the THz from the bifilamentation. Both figures are not to the same scale.
produced by the first pulse. It is therefore conceivable that the plasma left by the first pulse acts as an amplifying medium for the transition-Cherenkov THz produced by the second pulse. Amplification could be due for instance to a Raman gain or an induced emission from inverted population of excited vibrational-rotational states of air molecules. In order to check this hypothesis, we have repeated the double pulse experiment in a noble gas (Xe) and found a similarly greatly enhanced emission. We can therefore exclude the Raman or inversion mechanisms, which do not occur in a monoatomic gas.

(2) THz generation in a stratified plasma.—It has been predicted that a short laser pulse propagating in a periodically varying (stratified) plasma can generate electromagnetic radiation in the THz domain [3], if the modulation period is of the order of a few hundred microns. However, such a modulation cannot be created spontaneously in the time between two pulses. The plasma oscillations created by the first pulse are decaying in a time scale less than 1 ps, and they cannot induce any specific large-scale plasma motion. Moreover, the plasma column is expected to be fairly homogeneous along the filament because of the strong clamping effect upon the pulse intensity [4]. Therefore, this undulator effect is not likely at the origin of the THz emission in our experiments.

(3) Geometric effect.—The fact that the direction of the polarization of the THz signal is sensitive to the alignment of the interferometer generating the two laser pulses gave us a clue to the origin of the THz emission. Namely, it should correspond to the geometry of two plasma filaments. To verify this hypothesis, we have done the following experiments. First, we have produced two perfectly collinear laser pulses. This was done by manipulating the optical spectrum inside the compressor of the CPA laser system which delivers 50 fs pulse, such that two exactly collinear pulses separated by 80 fs are produced at the output as a single beam. With such a sequence of two pulses, two perfectly overlapping plasma columns are produced but no nonlinear enhancement of the THz generation was observed. Second, resorting again to the Mach-Zehnder interferometer, we have analyzed more closely the superposition pattern of the filament tracks produced by both pulses. This was performed by introducing a glass plate in the middle part of the laser filament and examining post mortem the produced permanent damage. We observed an elongated damage pattern corresponding to two partially overlapping filaments. The elongated axis of the pattern was always aligned along the THz polarization direction. Two typical results are shown in Fig. 3. The distance between the centers of two filaments is of the order of 100 µm.

Hence identified the crucial parameter in the experiment, we now discuss the physical origin and characteristics of the enhanced forward directed THz emission. In the case of a single pulse the amplitude of the plasma wave excited by the ponderomotive force of a short laser pulse ($\omega_{pe} \tau_L < \pi$) can be estimated as $E_p = \omega_{pe}^3 U_p \tau_L / \epsilon c$, where $\omega_{pe}$ is the plasma frequency, $U_p$ is the laser pulse ponderomotive potential, and $\tau_L$ is the laser pulse duration. This current has only the axial component since the plasma filament is axially symmetric and is independent upon the laser pulse polarization. It has a length of the order of the damping length $c/\nu_e \approx 100$ µm, where $\nu_e$ is the electron collision frequency, and it propagates with the light velocity $c$ along the filament of length $l$. Such a current cannot generate an electromagnetic emission exactly in the axial direction. The optimum emission angle depends on the ratio of the radiation wavelength $\lambda$ to the filament length: $\theta \approx \sqrt{\lambda/l}$.

Things look different in the case of two pulses. The first plasma filament stays intact (the plasma recombination time is a few ns), and another filament is created by the second laser pulse beside it. This arrangement of two parallel plasma columns can be assimilated to a transmission line, which supports two types of waves: the longitudinal plasma wave, propagating in each wire independently, and an electromagnetic TM mode with the electric field in the plane of the two wires (the components $E_x$ and $E_y$) and the magnetic field directed perpendicular to this plane (the component $B_z$). This mode propagates with the light velocity and the coupling between the wires is achieved by the mutual conductance $C$ and inductance $L$ (per unit length of the line). In our case the current $I$, created by the laser pulse ponderomotive force in the second filament, induces the tension $V$ between the wires according to the Faraday law, $\partial V/\partial z = -L \partial I/\partial t$. This

![FIG. 3 (color online). THz polarization and damage pattern of the bifilament on a glass plate. The solid line in (a) and (b) are fitted by Malus’ law.](image-url)
tension is related to the linear density of electric charge, \( Q = CV \). Moreover, the charge conservation implies the continuity equation, \( \partial Q/\partial t = -\partial I/\partial z \). Combining these two equations one finds the telegrapher’s equation:

\[
\frac{\partial^2 V}{\partial t^2} = \frac{1}{CL} \frac{\partial^2 V}{\partial z^2}.
\]

It is well known in electrodynamics (see, for example, [5]) that the product \( CL = 1/c^2 \) for any transmission line, and \( L = (\mu_0/4\pi)[1 + 4 \ln(d/a)] \), where \( d \) is the distance between the wires and \( a \) is the wire radius. This equation describes an electromagnetic pulse propagating with the light velocity along the line. Having in mind that the electric current is driven by the laser pulse ponderomotive force, \( I \approx e_0 \varepsilon_0 E_p \pi a^2 \), the estimate for the tension amplitude reads: \( V \approx cLI \approx a^2 E_p \omega / c \).

This wave is, however, confined within the line, because the main electric current is propagating in the axial direction. To explain the axially directed electromagnetic emission one has to account for the perpendicular current between the wires, \( j_s \approx \sigma V / d \), where \( \sigma = e^2 n_e / m_e (\nu_e - i\omega) \) is the plasma conductivity. This current exists only if the filaments are not completely separated and there is some plasma between them, that is, \( d \approx a \).

Having these estimates in hand, one can easily describe the general characteristics of the electromagnetic emission from the bifilament. First, it is confined within a cone of angle \( \theta \approx \sqrt{\lambda / l} \) with the maximum along the laser beam propagation direction. In contrast to the emission of a longitudinal current from a single filament, which is proportional to \( \ln(l/\lambda) \), the emission intensity from a pair of filaments is linearly proportional to the length \( l \) [6]. For the parameters of experiment (\( l = 20 \) cm and \( \lambda = 3 \) mm) it gives a factor of 10 for the intensity enhancement. Second, the polarization is linear, lying in the plane of plasma filaments. The spectrum attains its maximum at the plasma frequency (\( \sim 1 \) THz) and it extends towards longer wavelengths decreasing as \( 1/\lambda^2 \). The maximum delay between two laser pulses for which enhancement is observed is explained by the lifetime of the first plasma filament. The recombination time is of the order of 3–4 ns in air. Finally, the total emitted energy depends on the filament lengths and dimensions. The maximum energy which can be emitted, is limited by the total energy of the plasma wave:

\[ W_{\text{max}} \approx e_0 E_p^2 \pi a^2 l. \]

In conclusion, we observed a new THz radiation based on bifilamentation of two femtosecond pulses in air. This THz radiation is found to be 1 order of magnitude more intense than our recently reported transition-Cherenkov THz radiation from the plasma filaments. Moreover, this THz wave is radiated in a small angle confined in the direction of the laser propagation and it is linearly polarized. We confirmed that the polarization plane of the THz was determined by the relative position of the two filaments, which actually provides an extremely simple method to control the THz polarization. The physical origin and the basic characteristics of the process are explained with a simple model of a transmission line formed by a pair of neighboring plasma filaments. Like the transition-Cherenkov mechanism of the THz emission from laser-created filaments, it is a simple and flexible method of generation of electromagnetic radiation in the THz domain to illuminate a remote target. This new THz source should be beneficial for applications such as the THz tomography.
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[6] X. Xie, J. Xu, J. Dai, and X-C. Zhang, Appl. Phys. Lett. 90, 141104 (2007). The authors report a similar THz emission in air using two femtosecond laser pulses. However, the short focal length used leads to very short filaments, giving a THz enhancement by a factor of 2.5 only.
For a long time, the THz region (10^{11}–10^{13} Hz, wavelengths from 30 μm to 3 mm) has remained the last unexplored bastion between visible and long wavelength electromagnetic radiation, due to the lack of efficient emitters and receptors. However, this situation changed dramatically during the last decade, and THz radiation rapidly became an important research tool for atoms, molecules, semiconductors, high-temperature superconductors, biomedical tissues, organic chemical materials, cellular structures, etc. Numerous applications of THz radiation have been proposed in areas such as biomedical diagnostics, tomographic imaging, security screening, and chemical identification [1].

Most of the advances are tied to the use of nonlinear optical techniques to produce THz radiation. So far, the most established nonlinear technique has been optical field rectification, which achieves frequency down conversion of laser pulses [2]. The optical rectification of a femtosecond pulse (duration ~ 100 fs) leads to a coherent pulse in the desired frequency range, since the Fourier transform of the rectified pulse envelope yields a carrier frequency \( \delta v = 1/\delta \tau \approx 10^{13} \) Hz. Optical rectification was achieved first via the second order polarizability \( P_2(\omega) = \chi^{(2)}_{ijk}(\omega, \omega + \omega', -\omega')E_j(\omega + \omega')E_k^*(\omega') \) induced in a nonlinear medium lacking inversion symmetry, where \( \omega \) and \( \omega' \) are the THz and optical frequencies, respectively. ZnTe has proved to be a particularly suitable material because of its good transparency window in the THz region and because of the accidental phase matching between the phase velocities of THz radiation and 800 nm, the central wavelength of femtosecond laser pulses based on the well developed Ti:sapphire technology.

Optical rectification has also been achieved via a third order nonlinear process. By mixing two femtosecond laser pulses at frequencies \( \omega \) and \( 2\omega \) with a proper phase relation, the inversion symmetry of the medium seen by the total field is effectively broken and optical rectification of the pulse envelope becomes possible even in a centrosymmetric Kerr medium [3]. This technique, described by the third order nonlinear susceptibility \( \chi^{(3)}_{ijk}(\omega, 2\omega + \omega', -\omega', -\omega'') \), is particularly attractive because normal air or other common gases can be used as a rectifying medium. Very recently, THz production in air via a third order optical rectification process was shown to be strongly enhanced by the presence of a plasma generated by one of the incident laser pulses [4]. THz signals with field strength greater than 400 kV/cm have been reported in air [5]. Still, the production of THz radiation by optical rectification in air remains a difficult task requiring precise alignments. Another major challenge to overcome before the THz frequency domain becomes widely used for applications is the transfer of THz radiation over long distances \( l \gg 1 \) m. The peak intensity of short THz pulses is attenuating rapidly during propagation because of air group velocity dispersion, beam diffraction, and absorption by water vapor. Most THz experiments so far are performed over small distances in the laboratory under controlled air conditions to avoid humidity.

In this Letter, we report generation of THz emission in air by a mechanism different from optical rectification, which offers the advantage of extreme simplicity. This emission is in the form of a strongly collimated THz beam in the forward direction, which we attribute to a combined transition-Cherenkov radiation generated by the space charge created behind the ionization front and moving in the wake of the laser pulse at light velocity. It uses normal air as the generation medium and requires a single femtosecond laser beam without precise alignment procedure. More importantly, the THz source can be easily positioned in the vicinity of a distant target, possibly kilometers away, thereby solving the problem of transporting THz radiation in air. In terms of effective irradiance of a distant target, this new THz source surpasses other THz sources by orders of magnitude. We have developed a
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long thin plasma column with an initial electron density achieved. The "self-guided" pulse leaves in its wake a smooth focusing geometry (focal length largely insensitive to initial laser conditions, provided a Filaments on a large scale are remarkably robust and propagating pulse is often called a self-guided pulse. 

/ .0024 when compared to the Rayleigh (diffraction) length of average beam diameter \( d \) this competition leads to a high peak intensity and a small air molecules to occur. In the zone of nonlinear interaction, has increased sufficiently for the multiphoton ionization of action, which happens whenever the laser intensity on axis the intense beam upon itself, and the plasma defocusing effects are the optical Kerr effect, which tends to focus with the light velocity in the wake of the intense femtosecond pulse. The key feature is filamentation of fs laser pulses in air [6]. Femtosecond filamentation occurs spontaneously when a short intense laser pulse is launched through a transparent medium with a power above a critical value \( P_{cr} = 3.72 \lambda^2/8 \pi n_0 n_2 \), where \( n_0 \) and \( n_2 \) are, respectively, the refractive index and optical Kerr constant at the laser frequency. In air, the threshold power \( P_{cr} = 5 \) GW is easily achieved by commercially available low repetition rate Ti:sapphire lasers. Filaments are the product of a dynamic competition between several linear and nonlinear effects. For our purpose, the most important nonlinear effects are the optical Kerr effect, which tends to focus the intense beam upon itself, and the plasma defocusing action, which happens whenever the laser intensity on axis has increased sufficiently for the multiphoton ionization of air molecules to occur. In the zone of nonlinear interaction, this competition leads to a high peak intensity and a small average beam diameter \( d \sim 100 \) \( \mu \)m over a long distance when compared to the Rayleigh (diffraction) length of \( \sim 4 \) cm at the wavelength of 800 nm. For this reason, the propagating pulse is often called a self-guided pulse. Filaments on a large scale are remarkably robust and largely insensitive to initial laser conditions, provided a smooth focusing geometry (focal length \( > 1 \) m) is achieved. The "self-guided" pulse leaves in its wake a long thin plasma column with an initial electron density \( n_e \) of the order of \( 10^{16} \) cm\(^{-3} \). This plasma wake is generated over a typical distance of 1 m for an input laser power slightly above the critical power. It can reach hundreds of meters at higher input powers.

It has been pointed out [7] that the plasma strings formed during filamentation should emit THz radiation in a direction perpendicular to the filament axis, because the radiation pressure excites longitudinal plasma oscillations at the plasma frequency \( \omega_{pe} = \sqrt{n_e e^2/m_e e_0} = 10^{13} \) rad s\(^{-1} \). Radial THz emission has been observed experimentally \[8\]. Its origin has been recently reinterpreted by Sprangle et al. [9] as being due to the ponderomotive force of the laser pulse rather than the radiation pressure. The peak amplitude of the radial THz field is estimated to be of the order of 5 kV/cm [9]. The nature of the THz emission we report here is different. Instead of being emitted radially, it is confined to a very narrow cone in the forward direction (see the right side of Fig. 1). We have compared the forward and radial emission from filaments at a distance of 5 cm from the middle section of the filament source and found the former to be more intense by more than 2 orders of magnitude, as shown in Fig. 1. Furthermore, the forward THz radiation displays unusual polarization properties, which are incompatible with third order optical rectification in air.

The experimental setup is shown in Fig. 2. The laser is a Ti:sapphire chirped pulse amplification system operating at 10 Hz and delivering pulses of 150 fs duration. In the experiment, the central part of the beam is selected by means of a 5 mm diameter diaphragm, yielding an energy of 4 mJ per pulse. A single filament is created by focusing the laser pulses in air with a 2 m focal lens. We detect one spectral component of the broadband THz radiation emitted by the plasma filament by means of a heterodyne detector operating either at 91 or 110 GHz. The radiation diagram of the THz emission is obtained by rotating the detector around a point on the filament axis (see Fig. 2). To measure the polarization properties of the THz forward emission, we use a linear polarizer consisting of a specially designed metallic grid in front of the heterodyne detection system which itself acts as a linear polarizer. By rotating this grid polarizer we measured the amplitude of the signal as a function of the grid polarization angle [see Fig. 3(a)]. The THz forward emission yields a squared Malus law, indicating that the signal has a linear polarization. The direction of this polarization is independent of the laser.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.jpg}
\caption{Comparison between the radial (left side) and forward (right side) THz emission from a filament. Detection of the radial emission requires a reduction by 1 order of magnitude of the distance between filament and detector.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2.jpg}
\caption{Experimental setup (schematic).}
\end{figure}
polarization. It lies in the plane defined by the laser axis $z$ and the detection axis. The polarization properties of the THz radiation are summarized in Fig. 3(b). In Fig. 4, we show the THz radiation diagram measured for different laser focusing distances. One notices a larger opening of the radiation cone with a smaller focal distance. A narrow forward collimated THz beam is obtained with the focal lengths larger than 1 m, when the plasma channel is maintained over a length of a few tens of a centimeter.

In view of its polarization properties, the THz emission cannot be assigned to a mechanism implying the oscillation of a free electron cloud driven by the linearly polarized electric field of the laser, since one would expect the electric vector of the THz radiation to depend on the laser polarization vector. One can therefore exclude the mechanism based on the optical rectification via a four-wave or higher order mixing process. We attribute the origin of the THz radiation to a combined "transition-Cherenkov" emission by a dipolelike electric charge oriented along the propagation axis, and moving at the light velocity behind the self-guided laser pulse in the medium. During filamentation, the laser ponderomotive force creates a dipolelike charge separation behind the ionization front [10]. This is due to the fact that the plasma formed during filamentation is weakly ionized but remains strongly collisional. According to the estimates of Ref. [9], the electron-
atom collision time at ambient air pressure is on the order of 0.1–0.2 ps, which is shorter than the plasma wave period. Therefore the wake field contains effectively 1–2 oscillations and looks like an electric dipole moving with the laser pulse. The dipole length $l$ is of the order of the plasma wave damping length ($\sim 30–100 \, \mu m$), which is shorter than the emission wavelength, $\lambda \approx 3 \, mm$. Because of this, the emission efficiency is smaller than the common Cherenkov emission by the factor $(l/\lambda)^2$.

Another important difference from the common Cherenkov emission is the fact that in our case, the emitting charges are moving with the laser pulse at the light velocity $c$ in a medium where the refractive index $N(\omega)$ is very close to 1. This reduces the emission efficiency, but does not suppress it completely, if one takes into account the finite length of the emission. In this respect, the mechanism of THz emission holds also some features of transition—radiation [11]. According to a recent analysis of the Cherenkov emission of electrons [12], the emitted THz field intensity is proportional to the logarithm of the medium length $L$, in the case of a charge moving at the light velocity in the medium, whereas it is proportional to $L$ in the case of the common Cherenkov emission. An analysis similar to that of Ref. [12], for the wake field created by the laser pulse provides the spectral intensity of the electromagnetic emission at the frequency $\omega$ and at the angle $\theta$ with respect to the laser propagation axis, which reads as

$$\frac{d^2W}{d\omega d\Omega} = \frac{r_eE_l^2\omega^2v_r^2}{16\pi^2m_e^2c^4\omega_0^4\theta^2}\sin^2(\omega L \theta^2/4c). \quad (1)$$

Here, $r_e$ and $m_e$ are the electron classical radius and mass, $v_r$ is the electron collision frequency, $E_l$ is the laser pulse energy, and $\omega_0$ is the laser frequency. Note that the emission efficiency depends on the length of the plasma filament and on the square of the laser energy. It is also broadband since it is limited by the plasma frequency and the frequency of electron collisions to a few THz bandwidth.

The angular emission patterns for a THz field wavelength of 3 mm calculated from Eq. (1) are shown in Fig. 4 (bottom) for different medium lengths 0.3 cm $<$ $L$ $<$ 30 cm. The characteristic angle of the most intense lobe depends on $L$ as $\theta_{\text{max}} = \sqrt{\lambda/L}$. The adopted values of $L$ correspond to the measured or calculated plasma length achieved during filamentation for the corresponding focusing geometries, as shown at the top of Fig. 4.

To test the potential of this forward THz conical emission to reach high intensities on distant targets, we have also measured the THz emission from filaments generated with the Teramobile laser [13]. In this case, the input laser power (2 TW) largely exceeds the critical power for filamentation ($\sim 5 \, GW$). As a consequence, a bundle of approximately 40 filaments with the same energy was produced at a distance of 30 m from the laser. A THz signal in the forward direction was detected at this distance with an intensity increased by a factor 40 when compared to the single filament. This is in agreement with the proposed interpretation, as the spectral intensity of the THz emission is proportional to the sum of the filaments energy. With the Teramobile laser, we have demonstrated that the distance where filamentation occurs can be varied over several hundreds of meters by introducing a chirp to precompensate the group velocity dispersion in air [14]. Therefore, the THz source can be easily moved close to a remote target. By steering the laser beam one can achieve the THz mapping of the remote object. Filament generated THz radiation could thus find applications in biomedical imaging [1].

In conclusion, the space charge generated in the wake of the laser pulse undergoing filamentation produces an electromagnetic emission in the THz domain, which is interpreted as a transition-Cherenkov-type radiation. This is a robust phenomenon, which may find various applications due to its simplicity and flexibility.
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Abstract. A transition–Cherenkov electromagnetic emission by a femtosecond laser pulse propagating in a self-induced plasma channel in air has been very recently proposed as mechanism for production of terahertz (THz) radiation in the forward direction. In this paper, we study in detail the theory of the transition–Cherenkov process. The theoretical model is developed and compared with recent experimental results for several gases.
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1. Introduction

The region of the electromagnetic spectrum with frequencies between $10^{11}$ and $10^{13}$ Hz, commonly called the terahertz (THz) region, has remained unexplored for a very long time due to the lack of efficient generation and detection techniques. Heterodyne techniques, commonly used to detect microwave radiation ($10^9$–$10^{10}$ Hz), could not be used to detect THz radiation, because of the lack of THz local oscillators. Worse, ‘THz photons’ are not energetic enough to induce photoelectric effects in materials, making photoelectric effect based detection techniques unpractical.

This situation has changed in the last few decades and the THz domain has witnessed significant attention and improvements. New techniques have been developed for both generation and detection of THz radiation. Among other methods, the optical rectification process in non centro-symmetric crystals has been shown to produce THz radiation. In this method, the fundamental frequency $\omega$ of an infrared femtosecond laser pulse (duration $\tau_L \approx 100$ fs) is down-converted to the THz frequency $\omega'$ via the second-order susceptibility:

$$P_i(\omega') = \chi^{(2)}_{ijk}(\omega', \omega' + \omega, -\omega) E_j(\omega' + \omega) E_k^*(\omega).$$

This conversion gives a coherent THz pulse, since the Fourier transform of the rectified pulse envelope yields a carrier frequency of about 10 THz [1]. For this process, ZnTe and GaAs crystals are mostly used, thanks to their favorable transmission and phase matching behaviors.

Optical rectification can generate THz radiation in centro-symmetric media, such as gases, as well. In this case, the fundamental frequency is mixed with the second harmonic, in a third-order process:

$$P_i^{(3)0}(t) \propto \chi^{(3)}_{ijkl} E^{2\omega}_j(t) E^\omega_k(t) E^0_l(t).$$

Likewise, in an inverse process, the THz radiation can be mixed with the fundamental and give rise to second-harmonic generation, yielding a method for detection:

$$P_i^{(3)2\omega}(t) \propto \chi^{(3)}_{ijkl} E^{2\omega}_j(t) E^\omega_k(t) E^0_l(t).$$

This detection and generation scheme is particularly attractive since it could use ubiquitous air for both generation and detection, with a very good efficiency. A THz signal with estimated field strength greater than...
than 400 kV cm\(^{-1}\) has been recently reported [4]. Note that in this case, the high conversion process in the gas needs the presence of a plasma.

The THz generation via optical rectification in gases has some limitations. Firstly, it requires precise alignments; making its use a difficult task. Secondly, due to water vapor, the THz radiation is significantly attenuated during propagation in air. This poses a challenge for long distance propagation and remote detection.

Generation of radial THz radiation by filamentation of femtosecond laser pulses in air has also been predicted [5]–[7] and experimentally demonstrated [8] in recent years. The mechanism that gives rise to the radial THz radiation by a filament has been a controversial subject. Cheng et al [5] proposed that the radial THz emission is due to the plasma oscillations induced by the pulse radiation pressure and the emission is coherent. According to Sprangle et al [6], however, the emission is due to some components of the pulse ionization front, which have superluminal velocities and give rise to Cherenkov radiation. One also expects the THz emission to be coherent in this case. Another model, as described in [7], is based on the scattering of electrons by ions in the plasma, and predicts an incoherent bremsstrahlung-like THz radiation. In addition to the predicted temporal coherence, D’Amico et al [9] demonstrated that the radially emitted THz radiation from the filament has very good spatial coherence properties.

Despite the controversies on the explanation of its mechanism, generation of THz radiation by filamentation received immediate attention since it requires almost no alignment; and more importantly since it potentially resolves the challenge of transmitting THz over long distances. The filaments can be generated over controllable distances, up to several hundreds of metres in air, by adjusting the input pulse parameters [10, 11]. Transmitting the filament consequently transmits the accompanying THz radiation, as well.

In a recent work [12], a novel THz emission process from femtosecond filaments in air has been reported. As opposed to the earlier works, which showed radially emitted THz from filaments, this process gives rise to a relatively collimated emission in the laser propagation direction. The physical mechanism behind this process is attributed to combined transition–Cherenkov radiation.

In this work, we present a comprehensive theoretical analysis and experimental study and of the forward THz emission from filaments. We begin by a brief summary on filamentation, long distance laser propagation and forward THz generation. We then present a detailed discussion of the theoretical model explaining the THz emission as transition–Cherenkov radiation. Next, we present experimental results on THz generation from filaments in air and noble gases (argon, krypton and xenon) and compare the corresponding conversion rates. Due to the involvement of the electron collision cross-section in the process, the highest conversion efficiency is found in xenon, in agreement with the theoretical model. We also used the relative conversion efficiencies to estimate the kinetic energy of electrons in the multiphoton ionization process during filamentation.

2. Femtosecond laser filamentation

Filamentation denotes a peculiar phenomenon related to the propagation of a beam of light through a medium without apparent diffraction. Counteracting the natural spreading of the beam is possible with intense laser pulses owing to the optical Kerr effect, which causes a change of the refraction index in the medium proportional to the beam intensity. The core of the beam,
more intense than the wings, induces a spatial phase profile equivalent to that of a focusing lens, resulting in self-focusing of the beam. In contrast with a lens, however, the effect is cumulative but self-focusing overcomes diffraction and eventually leads to a catastrophic collapse only if the beam power exceeds a critical threshold.

With the advent of chirped pulse amplification [13], ultrashort laser pulses became easily available with peak powers exceeding this threshold. Filamentary propagation of laser pulses in air was observed in 1995 [14] and led to numerous works since this observation. For a review about filamentation process see [15].

One of the distinguishing features of filaments is their ability to generate tenuous plasmas in the wake of the propagating pulse, which in turn modifies the narrowband laser pulse into a broadband pulse [16, 17]. This opens up the possibility of a wholly new set of applications ranging from the pulse compression and generation of extreme ultraviolet radiation [18]–[21] to the remote generation of THz radiation [12]. In addition, filaments have numerous interesting properties. For instance, the plasma strings can be concatenated to enlarge their total length [22]; filaments can be amplified in suitable media [23, 24]; the combination of plasma string generation with the organization of multiple filaments into rings or arrays [25] was predicted to serve as a photonic crystal to guide radar signals [26].

Although the initial interpretation of a balance between the Kerr self-focusing and both the self-attenuating natural diffraction and plasma-induced defocusing is still a debated topic (see for instance, the recent interpretation based on the excitation of dispersion- and diffraction-free modes [27]–[34]), the conditions to control the filamentation process and the generation of a plasma string with given features from terawatt laser pulses are well identified at least in the laboratory, making the option of using filaments as sources of THz radiation very attractive.

3. Theoretical model for forward THz emission

It has been predicted in [5] that the plasma channel formed by the laser pulse propagating in air should emit THz radiation perpendicularly to the filament axis. The underlying physical process was interpreted as originating from the radiation pressure of the laser pulse that induces longitudinal plasma oscillations, with frequency equal to the plasma frequency. For an electron density typically obtained in filaments, \( n_e = 10^{16} \text{ cm}^{-3} \), the plasma frequency lies in the THz region, \( \omega_{pe} = \sqrt{n_e e^2/m_e \varepsilon_0} \approx 6 \times 10^{12} \text{ rad s}^{-1} \). Sprangle et al [6] have highlighted the main role of the ponderomotive force in the THz emission by plasma strings. In their model, the radial THz electric field is estimated to be about 5 kV cm\(^{-1}\), in the near field.

Here, we review the predictions of our theoretical model which provides the basis for interpreting the measurements of the radial as well as the forward components in the angular diagram of THz emission. Our model predicts a conical THz emission by a Cherenkov-like process of the electric current moving in the plasma channel behind the ionizing laser pulse. Similarly to the Cherenkov emission of an electric charge moving faster than the light group velocity, the emission is localized on the surface of a cone oriented in the propagation direction, it has a radial polarization, and the source size is much smaller than the emission wavelength. However, there are two main differences in the process: firstly, there is no net charge in the plasma channel. The ponderomotive force of the laser pulse produces the charge separation, but the wake is neutral as a whole, i.e. the moving source in our case is a dipole-like structure. The interference between the emissions of the positive and negative charges decreases the emission efficiency, but does not suppress it completely. Secondly, the THz source in our case is generated
even if the velocity of the ionization front is exactly the light velocity. Therefore, the radiation would not exist in an infinite plasma string; it is actually generated due to the finite length of the filament, which also defines the emission angle. In that sense it resembles transition radiation but it is more efficient, as we will see later in this section. Note finally that the refraction index of the weakly ionized air is slightly smaller than 1, making the source slightly superluminal. Therefore, the THz radiation is also partly generated by a Cherenkov-like mechanism, although superluminality is not strictly necessary, as in the Sprangle model [7].

Our theoretical development contains two parts. Firstly, we recall the theory of the plasma wave generation in the plasma channel and present estimates of it for the parameters of our experiment. Secondly, we present a model of the electromagnetic emission of the moving plasma wave from the channel and estimate the spectrum and the energy of the emitted signal.

3.1. Plasma wave excitation in the wake of laser pulse

Let us consider a motion of electrons in the plasma channel created by the laser pulse. According to the studies on filamentation of ultra short laser pulses in air [15], we consider an infrared laser pulse of duration $\sim 100$ fs, focused in a spot of radius $\sim 100 \mu m$ and creating a plasma channel of radius $\sim 40–60 \mu m$ and a few cm or a few tens of cm long. The self-guided pulse is shaped like a pancake since its length $\sim 10–15 \mu m$ is shorter than both its radius and the plasma column radius; therefore, it is sufficient to describe the motion of electrons in a one-dimensional model, along the laser propagation axis $z$. The longitudinal electric field $E_z$ created in the plasma string is described by the wave equation

$$\partial_t^2 E_z + v_e \partial_t E_z + \omega_{pe}^2 E_z = S_z,$$

where $v_e$ is the electron collision frequency, $\omega_{pe} = \sqrt{e^2 n_e / m_e \epsilon_0}$ is the electron plasma frequency and the source term, $S_z$, has been derived by Sprangle et al [6]:

$$S_z(r, z, t) \approx \frac{e \omega_{pe}^2}{2 \epsilon_0 n_e \omega_{pe} c} \left( \frac{2v_e}{c} + \frac{2}{c \omega_{pe}^2} \frac{\partial \omega_{pe}^2}{\partial t} - \frac{\partial}{\partial z} \right) I_L,$$

where $I_L$ is the laser pulse intensity. The dominant terms in the source are the first term proportional to the collision frequency, which accounts for the radiation pressure created by the laser pulse and the third term involving the spatial derivative, which accounts for the ponderomotive force. The temporal variation of the electron density takes place only in the head of pulse and can be neglected. The general solution to equation (1) in the reference frame of the laser pulse, $\tau = t - z/c$, takes the following form:

$$E_z(\tau) \propto \frac{e \omega_{pe}}{2 \epsilon_0 m_e c^2 \omega_{pe}^2} \int_0^{\tau_L} d\tau' e^{-v_e(\tau-\tau')/2} \sin \left( \omega_{pe}(\tau - \tau') \right) \left( \frac{\partial}{\partial \tau'} + 2v_e \right) I_L(\tau').$$

Here, we supposed that the electron collision frequency is small compared to the plasma frequency, $v_e < \omega_{pe}$. An example of the plasma wave electric field created in the wake of a laser pulse is shown in figure 1 for typical parameters of our experimental conditions: $v_e = 1.3$ ps$^{-1}$, the laser pulse duration $\tau_L = 120$ fs and $\omega_{pe} = 10$ ps$^{-1}$.

The plasma wave pulse is rather short, it contains 2–3 oscillations and damps out within 1 ps time. The maximum amplitude is about 200 V cm$^{-1}$ for a laser pulse intensity.
of 24 TW cm\(^{-2}\). The general form for the maximum field amplitude can be calculated from equation (3) for the sine laser pulse intensity, \(I_L(\tau) = I_0 \sin^2(\pi \tau / \tau_L)\). Then \(E_{\text{max}}^z\) becomes:

\[
E_{\text{max}}^z = \frac{2\pi^2 e \omega_{pe} I_0 \sin(\omega_{pe} \tau_L/2)}{\varepsilon_0 m_e c^2 \omega_0^2 (4\pi^2 - \omega_{pe}^2 \tau_L^2)}.
\]

The optimum condition for the plasma wake excitation \(\omega_{pe} \tau_L = 2\pi\) is achieved for the pulse duration that equals the plasma wave period, \(E_{\text{max}}^z = \pi e \omega_{pe} I_0 / 4\varepsilon_0 m_e c^2 \omega_0^2\). It can reach a few kV cm\(^{-1}\) for our parameters. From the maximum amplitude of the wake field, the total pulse energy transferred to the plasma wave can be estimated as \(W_p \approx \pi \rho_0^2 \varepsilon_0 |E_{\text{max}}^z|^2 L\), which is of the order of \(10^{-11}\) J, much less than the energy deposited for the ionization.

The calculation of the electromagnetic emission is performed from the Fourier spectrum of the electric current associated with this plasma wave, \(j_z(\omega) = i\varepsilon_0 \omega E_z(\omega)\), which can be written as:

\[
j_z(\omega) = \frac{i e \omega \omega_{pe}^2 (\omega + 2i \nu_e)}{2m_e c^2 \omega_0^2 (\omega^2 - \omega_{pe}^2 + i\nu_e \omega)} I_\omega,
\]

where \(I_\omega\) is the Fourier spectrum of the laser pulse intensity. The current spectrum has a pronounced maximum at the plasma frequency, and it behaves as a linear function for low frequencies, \(\omega \ll \omega_{pe}, \nu_e, \tau_L^{-1}\):

\[
j_z(\omega) = \frac{i e \omega \nu_e \tau_L}{2m_e c^2 \omega_0^2} I_0.
\]

This is the frequency domain corresponding to our measurements. It is important to notice that the current in this spectral range is proportional to the electron collision frequency and the laser pulse flux, \(I_0 \tau_L\), but does not depend on the plasma density.

### 3.2. Electromagnetic emission from the plasma wake

In this derivation, we are following the recent publication by Zheng *et al* [35] where the effect of the finite orbit length on the Cherenkov emission of a charged particle has been considered.
The radiated field can be calculated directly from the well-known expression for the vector potential $A$ created by a current $j$ [36]:

$$A(r,t) = \frac{\mu_0}{4\pi} \int d^3r' \frac{j(r',t')}{|r-r'|}, \quad t' = t - \frac{|r-r'|}{c},$$

where $t-t'$ is the time for the field to travel from the point of emission to the point of observation. By considering the far field, $r \gg r', c/\omega$, this formula takes a simple form for the Fourier component of the vector potential

$$A_\omega(r) = \frac{\mu_0}{4\pi r} e^{ikr} j_{\omega,k},$$

where $k = n \omega/c$, is the field wave vector and $n$ is the unit vector in the radial direction. (In fact, we measured the signal at a distance of the order of 10 cm, comparable to the length of the plasma channel $r \approx r'c/\omega$. The predictions of the theoretical model will be therefore compared only qualitatively with experimental results.)

For our case, where the current is in the axial direction, the magnetic field, $B = \text{curl} A$, has only the azimuthal component, $B_\phi = -i k A_z \sin \theta$. Correspondingly, the radiation field is zero on the laser axis, $\theta = 0$. The electric field is then perpendicular to $n$ and $B$, i.e. the emission has a radial polarization.

Since the radius of the plasma column $\rho_0$ is smaller than the emission wavelength, one can assume a $\delta$-function distribution of the current in the radial direction. From the axial current distribution in the pulse frame given by equation (1), the Fourier component of the current reads:

$$j_{\omega,z}(\rho,z) = \pi \rho_0^2 \delta(\rho) e^{i\omega c/\rho} j_z(\omega, z).$$

While taking the spatial Fourier transform of the current one has to account for the finite length of the emission zone $L$ in the axial direction. The energy spectral density of electromagnetic radiation emitted in the unit solid angle then reads:

$$\frac{d^3W}{d\omega \, d\Omega} = \frac{c r_0^2}{\pi \mu_0^2 |B_\omega|^2} \frac{|j_{\omega,z}(\omega)|^2}{4 \pi \varepsilon_0 c} \rho_0^4 \sin^2 \theta \left( L \omega \frac{2}{c} (1 - \cos \theta) \right).$$

This constitutes our principal result describing the angular and spectral distribution of the radiation as a product of two factors. The frequency spectrum is shown in figure 2 (left). It has a maximum at the plasma frequency, corresponding to a few THz, and a broad low frequency tail decreasing as $\omega^{-2}$. The angular distribution contains multiple lobes, the angular positions of which are defined by the condition: $4L \sin^2 \theta/2 = N \lambda$. Here, $\lambda = 2\pi c / \omega$ is the emission wavelength and $N$ is an integer. The lobe $N = 1$ is the strongest and corresponds to the cone opening angle

$$\theta \approx \sqrt{\frac{\lambda}{L}}.$$

It is shown in figure 2 (right) for the case $L\omega/c = 200$.

The energy spectral density of the total emission follows from equation (10) by integrating over angles

$$\frac{dW}{d\omega} = \frac{\rho_0^4}{2\varepsilon_0 c} |j_z(\omega)|^2 \left[ \gamma - 1 + \ln 2L\omega/c \right],$$

where $\gamma$ is the constant of Euler. In fact, the term $\gamma - 1$ accounts for the emission in the first lobe and the logarithmic term is the contribution from other angles, which is much less intense than...
the main conical emission in the first lobe as it is distributed over all directions. In this respect, the model presented above for the conversion of plasma waves into electromagnetic waves also explains the emission observed at large angles, \( \theta \approx \pi/2 \) [6]. As a consequence, the energy of the electromagnetic emission within the cone is independent of the filament length, which defines only the emission angle. These features are quite different from those of the standard Cherenkov emission for which the energy is proportional to the length of the particle trajectory.

According to equations (6) and (12), the energy spectral density of the electromagnetic emission in the long wavelength domain is proportional to the square of the laser pulse energy and the square of the electron collision frequency. The emission efficiency should therefore increase for gases which contain big atoms, such as xenon where the effective cross-section of elastic electron collisions is larger than in air and in other noble gases.

Finally, by taking the integral in equation (12) over frequency one can estimate the total energy of the electromagnetic emission:

\[
W = \frac{r_e \omega_{pe}^6}{16 m_e c^3 \omega_0^3 v_e} \left( I_0 \tau_1 \pi \rho_0^2 \right)^2 \left[ \gamma + \ln \left( 2L \omega_{pe}/c \right) - 1 \right],
\]

where \( r_e = \mu_0 e^2 / 4\pi m_e \) is the classical electron radius. The emitted energy is proportional to the square of the laser pulse energy, the third power of the electron density and it is inversely proportional to the electron collision frequency. The spectrum width of the THz emission is smaller for gases with a low electron collision frequency.

For the parameters of our experiment, the total electromagnetic energy in the THz domain is predicted to be relatively small, about \( 10^{-14} \) J, corresponding to the emission efficiency of about \( 10^{-11} \), which is actually due to a low conversion of the laser beam into the plasma wake. In the present example, about 2% of the plasma wave energy is converted into the electromagnetic emission. This is a quite reasonable number if one accounts for the high electron collision rate and therefore, for a strong collisional dissipation of the plasma wave.
4. Forward THz generation and measurement in air

The experimental set-up used for the study of THz generation by filaments is shown in figure 3. The laser source is a Ti:sapphire CPA (chirped pulse amplification) system operating at 10 Hz and delivering pulses of 150 fs duration. A single filament is formed by focusing 4 mJ (~27 GW) femtosecond laser pulses in air using a 2 m focal lens. In the experiment, the central part of the beam traversing the lens is selected by means of a 5 mm diameter diaphragm, yielding a super-Gaussian spatial profile. We detect a specific spectral component of the broadband THz radiation emitted by the plasma filament with a heterodyne detector operating either at 91 or 110 GHz (0.1 THz).

The predictions of the theoretical model have been experimentally verified by measuring the forward THz radiation in air in this low frequency range. Concerning the polarization properties, the direction of the THz electric field is perpendicular to the detection axis, it lies on the plane common to both detection and filament axes, and it does not depend on the laser pulse polarization direction. By symmetry considerations, we conclude that the radiation is radially polarized, as predicted by the transition–Cherenkov model.

Most of the measurements were done with the heterodyne detector at 0.1 THz, but we also recently measured the spectral distribution of the produced THz pulse between 0.1 and 3 THz with calorimetric detection [37]. The THz forward radiation from the filament was collected with an off-axis parabola, and the collimated THz beam was sent to the bolometer at 4 K (see description of the detector in [38]). By inserting several calibrated band-pass and low-pass filters we were able to confirm that most of the THz pulse energy is emitted in the spectral region above 1 THz, and that its spectral distribution follows qualitatively the prediction of the theoretical model.

At low frequencies the general formula (10) can be approximated by:

$$\frac{d^2W}{d\Omega d\omega} \propto \frac{E_f}{\theta^2} \frac{v_s^2\omega^2}{\sin^2\left(\frac{L\theta}{4c}\omega\right)},$$

(14)

where $E_f$ is the energy contained in the self-guided pulse. This formula describes the THz angular emission diagram at low frequencies. The aperture angle of the emission cone is inversely proportional to the square root of the plasma channel length, as was previously pointed out. We measured the plasma channel length, under different focusing conditions, by recording...
Figure 4. Radial THz signal as function of the propagation distance, measured along the filament for two different focal length lenses: \( f = 2 \text{ m} \) (a) and \( f = 0.75 \text{ m} \) (b). The full width at half maximum (FWHM) is the length of the obtained plasma channels.

the radial THz emission, under the reasonable assumption that the locally measured emission requires the presence of plasma. In figure 4, the results of measurements are shown for two different focal lengths, 2000 and 750 mm. In the first case, the self-guided laser pulse creates a 30 cm long plasma channel and in the second case it is 8 cm.

For each set of focusing conditions we have recorded the angular diagram by rotating the detector around a fixed point along the filament axis, as shown in figure 3. We have compared the measured and calculated emission diagrams for different lengths of filament, finding a very good agreement between theory and experiment. In particular, the law \( \theta \approx \sqrt{\lambda/L} \) for the maximum emission angle has been experimentally verified. In figure 5, we show the comparison between the measured and calculated emission diagrams for an 8 cm long filament.

4.1. Remote forward THz source created in air by focusing TW laser pulses

To test the potential of this forward THz conical emission to reach high intensities on distant targets, we have also measured the THz emission from filaments generated with the Teramobile laser [39]. In this case, the pulse peak power was 2 TW. The laser pulse was focused by means of a telescope with the focal length of 20 m. The laser beam splits in a multi-filamentary structure before collapsing in a large bundle, which generates a 5 mm diameter and 4 m long plasma column, around the focus. The measurement of forward THz emission was performed by means of the 0.1 THz heterodyne detector. We obtained in this case a strong THz signal and the corresponding emission angular diagram is shown in figure 6. The detector was placed 2.5 m away from the rotation point along the laser axis. Due to the experimental difficulties resulting from the long plasma channel and large beam size, we measured the THz radiation only on one
Figure 5. Comparison between experimental (a) and theoretical (b) THz emission angular diagrams for an 8 cm long filament.

Figure 6. Experimental angular diagram (measured only between 0° and 180°) of THz radiation created at long distance (20 m) with a TW laser (Teramobile).

side of the beam. Note that, overall, the measured angular distribution matches the theoretical model. The fine structures result from the fact that for the long plasma channels involved, the measurement position is not quite in the far-field. Taking into account the measurement position, by comparing the signal levels for the pulse peak powers of 27 GW shown above and 2 TW, we estimate, for the latter case, a forward emission with energy of two to three orders of magnitude stronger than the former. The energy needed for the pulse to create a large plasma column is about one to two orders of magnitude larger than in the case of one filament, where we created a 100–200 μm large plasma column. Now, following the transition–Cherenkov model, the radiated power in unit solid angle is proportional to the square of the energy of the self-guided pulse that creates the plasma (equation (14)), therefore we expect the radiation to be
between 100 and 1000 times stronger in the case of a large plasma column. A study of the polarization properties of the emitted radiation showed a radial polarization, as in the previous experiments.

5. Experimental results on forward THz emission by filamentation in noble gases

In this section, we present our experimental study of the THz emission from filamentation in noble gases. In most of our experiments, we used xenon, except that at the end of this section we present a comparison between xenon, argon and krypton. Figure 7 shows the experimental set-up that we used for the measurements in this section. The laser system is a Ti:sapphire CPA, which can deliver pulses with energies up to 15 mJ (at 100 Hz), with duration of ~40 fs, centered at 800 nm wavelength. The pulses were focused with a 2 m focal length lens into a 1.5 m long gas cell. The gas pressure was kept around 1 atm. In order to avoid the absorption of the forward THz radiation by the exit window, we used a 45° aluminium mirror, with a half-circle hole at the top, to reflect the THz beam. The reflected half of the THz cone then passes through the Teflon wall of the cell, and is detected by the heterodyne 0.1 THz detector.

We first investigate the dependence of the THz radiation on the pulse energy. The integration over the solid angle of the equation (14) gives:

\[ \Delta W \propto E_i^2 v_c^2 v^2 \ln \left( \frac{2\pi L v}{c} \right) \Delta v, \]

where \( v = 0.1 \text{ THz} \), is the signal frequency and \( \Delta v = 6 \text{ GHz} \) is the bandwidth of our heterodyne detector. As the intensity of the laser pulse in the filament is defined by the filamentation process, we conclude that the efficiency of the forward THz emission should be proportional to the square
of the pulse energy, the square of the electron–neutral collision frequency and the logarithm of the filament length.

In order to examine the agreement of the theory with the experimental results, we varied the pulse duration in the range 40–120 fs, by adjusting the bandwidth at the compressor part of the CPA system, and kept the input power around the threshold for filamentation in xenon (about 2.5 GW) (see figure 8(a)). For different durations we measured the input and output pulse energies and found nearly constant transmission in accordance with Dubietis et al [40]. For the mono-atomic gases involved, the critical power does not change with the pulse duration. Thus changing the duration of the input pulse allowed us to change the energy contained in the filament. In figure 8(b), we present the measured THz signal as a function of the filament energy and observe a quadratic dependence, in accordance with the theory (see equation (15)).

In these experiments, we also observed a bright ‘blue spot’ after filamentation, emitted in the laser direction, but slightly off-axis (see inset of figure 9). The spectrum of the spot is centered at a wavelength of 400 nm, corresponding to the second harmonic of the input signal. Since the gases that we use are all centro-symmetric, we attribute this second harmonic generation (SHG) to the mixing of the generated THz signal with the fundamental, in a third order nonlinear process. This process can be described with the polarizability: $P_i^{(3)}(t) \propto \chi^{(3)ijkl} E_j^{\omega}(t) E_k^{\omega}(t) E_l^{0}(t)$ [41]. During the filamentation, the laser pulse can split into multiple pulses; hence, the THz generated at the peak of the pulse can interact with the trailing portion of the pulse. To confirm this, we spatially and spectrally filtered the SHG, and measured its relative strength with respect to the strength of the emitted THz. As shown in figure 9, we observe that the SHG signal is linearly proportional to the THz, as expected from the equation above.

6. Comparison of the conversion efficiencies of forward THz emission in noble gases and in air

In order to study the dependence of THz generation on the electron collision frequency, we measured the forward THz signal emitted from filaments in xenon, argon, krypton and air, all at atmospheric pressure. For each case, we also measured the energy in the filament coming out of
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Figure 9. SHG signal versus the THz signal. The linear dependence of these two signals is an indication of SHG by the third-order mixing of the fundamental and THz pulses. The inset is a photographic picture of the conical emission coming from the filament. The blue spot that gives SHG signals is emitted off-axis and exhibits a 400 nm centered frequency spectrum.

Table 1. THz signal and filament energy measured for four different gases.

<table>
<thead>
<tr>
<th>Gas (p = 1 atm)</th>
<th>THz signal (mV)</th>
<th>Filament energy (µJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>90</td>
<td>700</td>
</tr>
<tr>
<td>Ar</td>
<td>51</td>
<td>410</td>
</tr>
<tr>
<td>Kr</td>
<td>61</td>
<td>300</td>
</tr>
<tr>
<td>Xe</td>
<td>44</td>
<td>100</td>
</tr>
</tbody>
</table>

the cell by selecting the core with an aperture. In table 1, we show the measured values of the THz signal and the filament energy.

In light of the theoretical considerations presented above, one can assume the same temporal length of the emitted THz pulse in the different noble gases. Therefore, the relative conversion rates can be estimated by dividing the THz signal by the energy in the filament. From table 1, we can find the following ratios between the conversion rates: $\eta_{\text{Ar}}/\eta_{\text{Air}} \approx 1$, $\eta_{\text{Kr}}/\eta_{\text{Air}} \approx 1.6$ and $\eta_{\text{Xe}}/\eta_{\text{Air}} \approx 3.4$. These relative conversion ratios qualitatively match our expectation from the theory, as equation (15) predicts that the THz energy increases with the electron collision cross-section, as discussed in more detail below.

7. Forward THz emission and above threshold ionization (ATI) processes

In this section, we present a more detailed and quantitative study of the relative conversion efficiencies. We can express the electron–neutral atom collision frequency as $\nu_e = n_a v_e \sigma_m$, where $v_e$ is the mean electron velocity, $n_a$ the gas neutral atom density and $\sigma_m$ the momentum...
transfer cross section (MTCS) of electrons. Equation (15) can therefore be written as:

\[ \Delta W \propto E_i^2 n_s^2 v_e^2 \sigma_m^2 \ln \left( \frac{2\pi L_{TV}}{c} \right) \Delta \nu. \] (16)

The density of neutral atoms, for a given pressure, is the same for all considered gases. The power of the THz emission has a logarithmic and therefore weak dependence on the filament length, \( L_f \), hence can be neglected. As a result, the ratio between the emitted THz power and the squared filament energy is only proportional to \( \sigma_m^2 \) and the squared average electron velocity, i.e. the averaged electron kinetic energy, \( T \propto v_e^2 \). Therefore, one can compare the electron MTCSs for different gases by writing:

\[ \frac{\sqrt{T} \sigma_m'(T')}{\sqrt{T} \sigma_m(T)} = \frac{E}{E'} \sqrt{\frac{S'_{\text{THz}}}{S_{\text{THz}}}} \] (17)

where \( \sqrt{T/T'} = v_e/v_{e}' \) and \( S_{\text{THz}} \propto P_{\text{THz}} \) is the measured THz signal. We can write the electron kinetic energy for an \( s \)-photon ATI process \([42]\) as \( T = \sum \alpha_s(n + s) \eta \omega \) - \( (U_i + U_p) \), where \( \eta \omega \) is the photon energy and \( s \) is the number of above-threshold photons. The integer number \( n = \text{mod}\left[\left((U_i + U_p) / \eta \omega + 1\right)\right] \) is the minimum number of photons needed to ionize the atom. In this formula \( \alpha_s \) is the probability of having an \( s \)-photon ATI process, \( U_i \) is the ionization energy of the atom or molecule and \( U_p = e^2 I_f / 2 \varepsilon_0 m_e c^2 \) is the ponderomotive potential \([43]\) given by the laser pulse intensity \( I_f \). In general, in the range of intensities reached during filamentation, the ponderomotive potential is of the order of a few eV and cannot be neglected.

For a given pair of gases, the right-hand side of equation (17) is completely determined by the experimental values given in table 1. For the left-hand side, we assume that the averaged electron kinetic energy is nearly the same in all three noble gases. To justify this, we first recall that the intensity within a filament is clamped to a certain level given by equation (20) in [15]. The clamped intensity value in krypton is slightly higher than in xenon (\( I \approx 3 \times 10^{13} \text{ W cm}^{-2} \) in krypton, \( I \approx 1.2 \times 10^{13} \text{ W cm}^{-2} \) in xenon). On the other hand, from previous works on ATI processes \([44]\) we can infer that in order to have electrons with the same average kinetic energy, one needs slightly higher intensity in krypton than in xenon because of the higher ionization potential of krypton. Hence, the difference in the clamped intensities approximately balances the average electron kinetic energies. The same argument also holds for the Xe/Ar and Kr/Ar pairs. The averaged electron kinetic energies in the considered gases are thus reasonably considered to be roughly the same; hence, we can write \( T/T' \approx 1 \). Equation (17) then becomes:

\[ \frac{\sigma'_m(T)}{\sigma_m(T)} \approx \frac{E}{E'} \sqrt{\frac{S'_{\text{THz}}}{S_{\text{THz}}}}. \] (18)

Figure 10 shows a graphical examination of this equation. The MTCS ratios are plotted as functions of the electron kinetic energy, by comparing Xe/Ar (solid line), Xe/Kr (dotted line) and Kr/Ar (dash-dotted line) by using the MTCS values reported by Hunter \textit{et al} \([45]\) and by Frost and Phelps \([46]\). The values we measured are represented by dots in the graph of figure 10, and at the same time they determine the right-hand side of equation (18). The experimental data of figure 10 have fixed \( y \)-coordinates, while the electron kinetic energy (\( x \)-axis) is unknown. Therefore, the best fit of the measured points on the graphs gives a reasonably good estimation of the electron kinetic energy in our experiments.

As can be seen from figure 10, the best agreement is found for electron energies around 3 eV, but the zone between 2 and 4 eV still provides good results. We note that the zone
Figure 10. Graphical method used to examine equation (17). The solid, dotted and dash-dotted lines are the MTCS ratios for the comparison of Xe/Ar, Xe/Kr and Kr/Ar, respectively. The symbols represent our measurements. The symbols have y-axis values fixed by the measurement; they are translated along the x-axis (electron kinetic energy) in order to find the energy range in which we have the best agreement with the values reported in the literature. The best fit is found in the energy range 2–4 eV.

between 2 and 4 eV implies 1-photon and 2-photon ATI processes at a wavelength of 800 nm. Therefore, we conclude that 1-photon and 2-photon ATI processes can explain our experimental observation of forward THz emission during filamentation in rare gases. If one considers the intensity reached during filamentation processes in noble gases (∼10^{13} \text{W cm}^{-2}), 1-photon and/or 2-photon ATI processes are expected with a high probability, as previously pointed out for longer pulse durations [44, 47].

We conclude that the forward THz emission is strongly tied to the ATI processes during the filamentation in rare gases. In particular, a high order ATI process, in the electron energy range 1–4 eV, should give a stronger forward THz emission. This can be particularly interesting for molecular gases, where the MTCS can exhibit resonances, due to the different rotational and vibrational states of molecules.

8. Conclusions

In this paper, we described the origin of the THz radiation from the filaments created by intense femtosecond laser pulses propagating in gases. Both the conical and radial components of THz emission have been attributed to the same effect, namely the transition–Cherenkov process. The space charge is generated at the pulse’s peak intensity; the ponderomotive force of the laser field separates the charges, generating dipole-like structures, oscillating in the wake of the laser pulse. Since the ionization front moves with the laser at the speed of light, this gives rise to emission resembling transition and Cherenkov radiations. The theory of the transition–Cherenkov emission process has been developed and the spectrum and angular

distribution of the radiation has been calculated. THz experiments performed in air, xenon, krypton and argon have been compared with the theory. The THz radiation pattern is in excellent agreement with calculations. Furthermore, the THz emitted energy is shown to increase as the square of the laser pulse energy, as expected. Relative THz efficiencies measured in different gases depend on the electron–neutral atom collision frequency. From the relative efficiencies, it is possible to extract the initial electron kinetic energy during the multiphoton ionization process. It is shown that ATI plays an important role in the THz generation.
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Abstract: We investigated the possibility to trigger real-scale lightning using ionized filaments generated by ultrashort laser pulses in the atmosphere. Under conditions of high electric field during two thunderstorms, we observed a statistically significant number of electric events synchronized with the laser pulses, at the location of the filaments. This observation suggests that corona discharges may have been triggered by filaments.
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1. Introduction

Lightning has always been considered as fascinating but hazardous. Extensive work has been dedicated to the quantitative understanding of this natural phenomenon, with only limited success. In particular, its randomness makes in situ measurements difficult, raising the need to trigger lightning strikes at predetermined times and locations where instruments are available. Small rockets pulling thin wires into the high-field regions below thunderclouds can achieve such triggering [1, 2]. But the number or available rockets is limited, and several seconds elapse between the launch of a rocket and the triggered lightning strike.

To overcome these drawbacks, the use of lasers has been considered since the 1970’s although without success. [3] The hot and dense plasma produced by such lasers absorbs the trail of the laser pulse and prevents the formation of the long plasma channels required to guide lightning strikes. Even by focusing four laser beams at the top of a lightning tower and using a solid target to produce a dense plasma, Uchida et al. [4] observed only two lightning strikes when the lasers were shot. Moreover, these events cannot be unambiguously attributed to an effect of the laser because the laser pulses were triggered only upon detection of naturally initiated descending leaders.

The advent of high-power, ultrashort (~100 fs) lasers renewed the perspective of laser-controlled lightning. Such systems generate efficient multiphoton/tunnel ionization of the air even at moderate energy (typically a few mJ per pulse), while they are too short to induce cascading ionization. The balance between Kerr self-focusing and defocusing by this plasma results in self-guided filaments [5-10]. More powerful lasers generate multiple filaments, which start and end randomly within a filamentation bundle of length up to hundreds of meters [11, 12]. They form channels of cold and underdense plasma with an electron density $N_e \approx 10^{15}$ cm$^{-3}$ [13], several orders of magnitude above the required free electron density for lightning initiation in the atmosphere ($N_{\text{init}} \approx 5 \times 10^{11}$ cm$^{-3}$ [14]). We have recently shown that such conducting filaments can be generated away from the laser source [15], propagate in clouds or turbulent atmospheres [16-18], and trigger and guide high-voltage discharges even in artificial rain [9, 10].

In this paper, we report in-situ investigations of the effect of laser filaments on electric activity in a thunderstorm. The observation of a statistically significant number of radiofrequency (RF) pulses associated with electric events in clouds, collocated and synchronized with the filaments, suggests that the laser has induced electric activity in the thunderclouds.

2. Experimental methods

We investigated the effect of femtosecond plasma channels of moderate energy on thunderclouds during a field campaign at the Langmuir Laboratory (New Mexico, USA, See Fig. 1), which provides a fully equipped facility with high lightning occurrence.

The Teramobile femtosecond-terawatt laser [19] was fired from the ridge of South Baldy Peak, 3209 m above sea level, at coordinates N33.98° and W107.2°. The laser was triggered at a repetition rate $f = 10$ Hz (i.e. every $T = 100$ ms) by an internal clock, independently from the thunderstorm activity. It emitted a collimated (unfocused) beam, leaning southwards 70° above horizontal. The laser beam diameter was 3 cm, and the energy per pulse was 270 mJ at a center wavelength of 800 nm. The laser pulses, of 150 fs initial duration, were negatively chirped to 600 fs. Based on previous experiments with the same laser system [15] as well as control measurements performed at the campaign location [17] we determined that the above-described laser setup generates multiple filamentation with significant ionization over a typical length of 100 m, a few hundreds of meters above ground.

We investigated two thunderstorms (labelled T1 and T2, respectively) on September 24 (20:50 to 22:40 UTC) and September 25 (21:34 to 23:20 UTC), 2004. We focused the analysis on times when the electric field would have been sufficient to trigger lightning using rockets, i.e. exceeded 10 kV/m [20]. To account for the faster decrease of the electric field at ground level than a few meters above [21], we considered the maximum value of the electric.
field, measured at ground level by a field mill, over a running 20 s time interval rather than its instantaneous value. During T1, the high-electric field criterion was achieved during 135 s, corresponding to 1350 laser pulses, in several time frames between 21:23 and 21:28. During T2, the relevant times lasted for 115 s (1150 laser pulses) in 3 periods: 21:48-21:52, around 23:07, and 23:14-23:15.

We analyzed the raw data from five Lightning Mapping Array (LMA) [22] receivers located within 1 km distance from the laser (See Fig. 1). Such receivers detect radiofrequency (RF) pulses at 63 MHz, generated by the electric activity in the atmosphere, with a time accuracy of 40 ns. For each node of a 100 x 100 m grid within a 2 x 2 km area around the laser, we shifted the clock of each receiver in order to account for its distance to the considered location. Each electric event in the atmosphere is then characterized by a set of RF pulses detected simultaneously (within ±167 ns, i.e. 100 m horizontal resolution) by all of the 5 receivers. This data analysis technique allows to consider sets of RF sources with a delay mismatch corresponding to distances up to 100 m. Therefore, it is well suited to detect possible RF sources spreading over many tens of meters, as could be the case for events distributed along a filament, i.e. over a length up to 100 m. The delay mismatch between the times of arrival of the signals on the different receivers was evaluated for each event detected during T1.

Because the laser is fired independently from the electric activity in the clouds, temporal correlations of the electric events detected by the LMA with the laser operation can provide indications for an effect of the laser. At each location, we sought electric events temporally separated by entire multiples of T = 1 / f within an uncertainty of t = 2 ms. This 2 ms time delay has been chosen as a safe value to account for both the drift of the laser master clock over the duration of the thunderstorms, as well as possible delays between a laser pulse and an electric event it could trigger. In particular, typical discharge propagation speeds of 10^5 - 10^6 m/s [23] correspond to sub-ms to ms-range delays for the typical 100 m scale of the filaments.

Electric activity in clouds is a random process, so that a temporal correlation between the electric activity in the thunderclouds and the laser pulses may be obtained by chance. We therefore estimated, at each location within the investigated area, the probability \( \alpha_{\text{on}} \) that the observed number of synchronized events may have been obtained by chance among random events, rather than being due to an effect of the laser. This estimation yields the corresponding confidence level \( 1 - \alpha_{\text{sync}} \), where \( \alpha_{\text{sync}} \) can be understood as the risk of error when concluding that the observed pulses are related with the laser pulses.

Alternatively, we periodically blocked the laser beam for \( t_{\text{off}} = 3 \) to 10 s and recorded the ratio of the number of events while the laser was emitted and blocked, respectively. Comparing this ratio with the one that could be expected in the case of random pulses yields the confidence level \( 1 - \alpha_{\text{excess}} \) for this second observable.

The \( \alpha \) values have been calculated as follows. Observing, at a given location, \( n \) selected events among \( N \) is likely to be due to an effect of the laser only if the corresponding single-sided confidence level \( 1 - \alpha \) (where \( \alpha \) is the \textit{a priori} probability that at least \( n \) events are selected among \( N \) random ones) is high. If the \textit{a priori} probability for an individual random event to be selected is \( p \), then:

\[
\alpha = \sum_{n'=n}^{N} p^{n'} \cdot (1-p)^{N-n'} \cdot \frac{N!}{n'! \cdot (N-n')!} = \beta(n, N-n + 1, p)
\]

where \( \beta \) denotes the incomplete beta function. When observing \( n_{\text{on}} \) events during the time \( t_{\text{on}} \) with the laser firing, and \( n_{\text{off}} \) events in the time \( t_{\text{off}} \) without laser, the selection probability is \( p = n_{\text{on}} / (t_{\text{on}} + t_{\text{off}}) \), so that \( 1 - \alpha_{\text{sync}} = 1 - \beta(n_{\text{on}}, n_{\text{off}} + 1, t_{\text{on}} / (t_{\text{on}} + t_{\text{off}})) \). Similarly, if \( n \) events among \( N \) are separated by entire multiples of \( T \) within \( t = 2 \) ms, the confidence level of the corresponding single-sided statistical test is the probability of detecting by chance \( n \) or
more synchronized events among $N$ random events: $1 - \alpha_{\text{sync}} = 1 - \sum_{k=1}^{T/T_k} R_k$, where $R_k = R_0^k (1 - R_{k-1})$, $R_0 = 1$ and $R_k = \beta(n, N-n+1, T/T_k)$. Here, the summation accounts for the fact that the absolute time of the train of laser pulses is unknown, so that any time delay should be considered.

3. Results and discussion

Fig. 1 displays the result of the statistical analysis of thunderstorm T1. At the location of the laser filaments (arrow head), 43% (3 out of 7, Fig. 1(a)) of the pulses are synchronized with the laser repetition rate. This rate may appear pretty low, especially when considering that higher rates are observed at several other locations of the map. However, performing the statistical test described above at each location draws a fully different picture (Fig. 1(b)). The confidence level shows high statistical significance ($1 - \alpha_{\text{sync}} = 0.987$) only at the location of the laser filaments, suggesting that the laser did indeed induce the observed electric events. This statistical significance is achieved in spite of the limited number of events, especially if we compare with the 1350 laser pulses launched into the atmosphere during the considered 135 s time frame. This significance stems from the fact that the time jitter allowed between synchronized pulses is much shorter than the time between two consecutive laser pulses (2 ms vs 100 ms). Similar results are obtained for Thunderstorm T2 (3 synchronized pulses out of 10 in 115 s, $1 - \alpha_{\text{sync}} = 0.958$). In the latter case the effect is slightly shifted northwards due to a drift in the plasma filaments along the laser beam and the uncertainties in the triangulation algorithm. No effect was observed when the electric field was low or negative. Therefore, our results suggest that a small fraction (0.24% of the laser pulses, i.e. ~1 event/minute) of the plasma filaments have initiated electric events in a strong positive (upward pointing) electric field.

Moreover, more electric events are observed when the laser is fired than when it is blocked (Fig. 2). During T1, 7 pulses are detected at the laser location during a total $t_{\text{ON}} = 135$ s, and none during $t_{\text{OFF}} = 72$ s when the laser is blocked, corresponding to a significant effect within a confidence level $1 - \alpha_{\text{excess}} = 0.95$. Again, similar results (10 pulses in $t_{\text{ON}} = 115$ s vs none in $t_{\text{OFF}} = 84$ s, $1 - \alpha_{\text{excess}} = 0.998$) are observed for T2.

The laser filaments do not extend to the ground, so that they can be compared with a rocket-pulled wire not connected to the ground. While the potential upward positive leader
can be invisible to the LMA [24, 25], the associated negative downward leader propagating from the bottom of the wire (resp. filament) and dart leaders that later propagate from the cloud down to the initial positive leader channel, shall emit detectable pulses. However, the delay mismatch between the RF pulses detected on the different LMA detectors for some events correspond to some tens of meters. Such mismatches suggest spatially spread events, such as corona discharges at the tips of individual filaments within the bundle of multiple filamentation.

![Diagram showing synchronized RF pulses and other RF pulses with electric field and laser ON times](image)

**Fig. 2.** Electric events during a high-field period of thunderstorm T1. Triggered events contribute to the excess of detected events when the laser is shot (green blocks).

The very limited effect of the plasma channel left behind by the filaments, which did not trigger full lightning strike, is due to their limited lifetime of \(~1\ \mu s\) [26, 27], corresponding to an effective length on the meter-scale for a leader propagating at a speed of a few \(10^6\) m/s [23]. Since wires of a few tens of meters are sufficient for rocket triggering of lightning, the plasma lifetime has to be enhanced up to several tens of \(\mu s\). This could be achieved by a subsequent nanosecond, multi-Joule laser pulse [14, 28]. Recetly, we have even shown in the laboratory that a frequency-doubled YAG pulse of moderate energy (200 mJ) is sufficient to improve the ability of femtosecond filaments to trigger high-voltage discharges on the meter-scale [29]. Sequences of ultrashort pulses at 800 nm have also been proposed to improve the plasma lifetime [30, 31]. The definition of the optimal pulse sequence is still an open question, relying on throughout modeling of the temporal evolution of the plasma channel created by the laser in an electric field. [32] Other available parameters include the pulse energy and beam profile. While the latter is difficult to control over long distances in the highly perturbed propagation conditions encountered in thunderstorms, an increased pulse energy could yield more filaments over longer distances [33], thus possibly improving the effect of the laser on the electric field.

To implement and optimize such improved laser schemes in a field campaign, an observable is required to assess for the influence of each investigated parameter. In that purpose, a sensitive detection system with adequate spatial and temporal resolution, as was provided by the LMA, is a key element for such field experiments. The effect of the laser, as faint as it may be, can then be monitored as a function of each experimental parameter in order to drive the experimental work and optimize the laser effect. In that regard, our results constitute a step towards laser-controlled lightning.

4. Conclusion

As a conclusion, we have investigated the influence of ultrashort laser filaments on thunderclouds. Our results suggest that plasma filaments generated in the atmosphere by ultrashort laser pulses can trigger electric events in thunderclouds under high positive electric field, although the efficiency achieved in our experiment is low. This result constitutes a step
towards laser-controlled lightning. The triggering of actual lightning strikes requires further development, in particular to enhance the plasma lifetime and density within the filament e.g. using sequences of laser pulses. Also, improving the laser repetition rate will enhance the time rate of triggered events. A factor of 10 could be achieved if using the TW-lasers with repetition rates of 100 Hz or more that are becoming available.
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Lightning research needs on-demand lightning strikes, because of the random character of natural lightning. Lasers have been proposed as alternatives to the current technique using rocket-pulled wires, because they would expectedly provide more flexibility. However, high-energy, nanosecond lasers cannot provide long connected plasma channels. In contrast, we recently reported the triggering of electric events in thunderclouds using ultrashort laser pulses. Further improvements of the laser pulse sequence and experimental geometry are discussed. [DOI: 10.2971/jeos.2008.08035]
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## 1 INTRODUCTION

Attempts to provide natural rather than divine interpretations of lightning began in the 17th Century with René Descartes, followed in the 18th Century by Thomas-François Dalibard and Benjamin Franklin. The former demonstrated that lightning is an electrical phenomenon, in an experiment initially proposed by the latter, who also conceived the first lightning rod [1]. In the 20th Century, photography and the cathode ray tube oscilloscope allowed the trajectory of lightning strikes to be observed, and the corresponding voltage and intensity to be measured, i.e. $\sim 100$ MV and $\sim 30$ kA, respectively [2]. Today’s instruments provide an even more precise view of the processes at play in the physics of lightning.

Lightning strikes occur after charges are generated by collisions between ice and/or water particles within thunderclouds, and separated by vertical winds, with speeds up to 20 m/s. The electric field originating from this separation between positive charges at the cloud top and negative charges...
at its bottom reaches up to 10 to 15 kV/m at ground level, and 50 kV/m some hundreds of meters above. Such high field initiates corona discharges which develop into streamers, which in turn connect and form an ionized channel, or leader (Figure 1(a)). The leader progresses downwards in several branches, by steps of a few tens of meters, with typical rest times of 100 μs between two steps (Figure 1(b)). If a leader branch reaches close to an elevated point such as a tree, a building or a mountain ridge, an upward leader starts, propagates upwards and connects to the descending leader, allowing a return stroke, with a typical intensity of 30 kA, to flow from the ground to the cloud (Figure 1(c)). The return stroke lasts a few tenths of a second and constitutes the visible part of the lightning strike.

2 ATTEMPTS TO TRIGGER LIGHTNING USING HIGH-ENERGY LASERS

Lightning is a random process in both the spatial and temporal domains. But field experiments require lightning strikes at the very location of instruments, which moreover need synchronization. Therefore, they require some extent of control of the lightning strikes. Several groups [3, 4] developed on-demand lightning initiation by rockets pulling a thin conducting wire, which triggers a lightning strike and guides it to the ground. Conducting wires sections as short as a few tens of meters proved almost as efficient as longer ones, and limit the perturbation to the lightning mechanism. However, rockets lack flexibility, since they cannot be aimed at specific cloud regions and are available in limited number.

Soon after their discovery, lasers were proposed as potential triggers for lightning, that could offer more flexibility than rockets, including beam steering and virtually continuous operation. Such proposition generated extensive work, both theoretical and experimental [5]. Laser sparks were typically produced by CO₂ lasers, with energies up to several kJ [6] and a typical pulse duration of 50 ns [7]. Such high energy heats the channel up to 4000°C, and therefore reduces the gas density to the 0.1 atm range, resulting in efficient air ionization. But the dense plasma generated by the leading edge of the pulse absorbs its tail, resulting in high pulse energy losses and blocking further propagation, hence preventing the generation of a connected plasma channel longer than a few meters.

Field experiments on the shore of the Sea of Japan in a period of intense winter low-cloud thunderstorms confirmed this limitation [8]. Three lasers were used. One 1 kJ CO₂ laser was focused on a dielectric target at the top of a 50 m high tower constructed on a 200 m high hill, while a second one was focused near to the generated ablation plume to form a 2 m long plasma spark. A third, ultraviolet laser produced a weakly ionized plasma channel slightly offset from the tower, intended to direct the leader to the cloud. The lasers were triggered when the initiation of cloud discharges, considered as the precursor of the descending lightning strikes, was detected. The authors reported two successful attempts, although the statistical significance of their result is not clear.

3 CONTROL OF HIGH-VOLTAGE DISCHARGES USING ULTRASHORT LASERS

The advent of lasers providing ultrashort, high-power pulses changed the perspective for laser-induced lightning. In contrast to longer pulses, ultrashort laser pulses in air form plasma channels, or self-guided filaments [9]–[13] with a length up to 100 m [14] at a distance from several meters up to several kilometres from the laser source [15]. This process originates from a dynamic balance between Kerr self-focusing and the defocusing effect of the free electrons of the plasma generated at the self-focus location. Steering the beam allows to aim the ionized plasma channel at the most active part of a thundercloud. Furthermore, filaments can propagate almost unperturbed in adverse conditions such as rain [16], fog [17], turbulence [18, 19] or reduced pressure [16], which makes them highly suitable for atmospheric applications.

Both infrared [20, 21] and ultraviolet [22] ultrashort laser pulses have been shown to trigger high-voltage discharges in strongly focused configurations. Later, the Teramobile laser [23] installed in a high-voltage facility generated self-guided filaments, which triggered (Figure 2) and guided 1.8 MV discharges over up to 4.5 m [24]–[26] (Figure 3) using 300 mJ pulses.
FIG. 3 Laser guiding of high-voltage discharges. (a) Free discharge over 3 m, without laser filaments. Note the erratic path. (b) Straight discharge guided along laser filaments [25].

FIG. 4 Triggering probability of high-voltage discharges with both a single fs pulse alone and a dual (fs+ns) pulse with the maintaining pulse at 532 nm. * denotes a statistically significant effect of the maintaining laser for individual points [28].

Pulses centered at 790 nm. Even artificial rain does not prevent the laser filaments from triggering discharges [27]. Moreover, a subsequent YAG laser pulse of moderate energy (sub-Joule) at 532 nm increases the triggering effect of the infrared femtosecond laser [28, 29] (Figure 4) by extending the plasma lifetime, improving the scalability to the atmosphere. This approach relies on avalanche ionization, re-heating and photodetaching electrons of the plasma channel by subsequent pulses, either in the nanosecond [22] or in the femtosecond regime [30, 31]. Although none of these processes alone has a significant contribution, they can contribute to the switching to a regime where increased electron density, more efficient Joule heating and reduced electron attachment efficiency at higher temperatures sustain each other in a positive feedback loop.

4 FIELD EXPERIMENTS WITH FEMTOSECOND LASER FILAMENTATION

Following the demonstration of both the capability of laser filaments to propagate in realistic atmospheric conditions and their ability to trigger high-voltage electric discharges, the effect of femtosecond plasma channels of moderate energy on thunderclouds was investigated during a field campaign [32] at the Langmuir Laboratory (New Mexico, USA, see Figure 5), which provides a fully equipped facility with high lightning occurrence.

The Teramobile laser [23] emitted a collimated beam, leaning southwards 70° above horizontal from the ridge of South Baldy Peak, 3209 m above sea level, at a repetition rate of 10 Hz. The laser beam diameter was 3 cm, and the energy per pulse was 270 mJ at a central wavelength of 800 nm. The laser pulses were negatively chirped to 600 fs in order to generate multiple filamentation with significant ionization over a typical length of 100 m, a few hundreds of meters above the ground. The data analysis focused on a total time of 250 s during two thunderstorms, when the electric field would have been sufficient to trigger lightning using rockets.

An array of five radiofrequency (RF) receivers located within 1 km distance from the laser (see Figure 5) detected the electric activity in the atmosphere [33]. Triangulation based on the times of arrival of the RF pulses on the detectors yielded a location and time stamping of the cloud activity which generated them. Delay mismatches up to 300 ns were accepted between the detectors, to allow the detection of events distributed over a length up to 100 m (i.e. the expected filamentation length) along the laser beam.

Since the laser is fired independently from the electric activity in the clouds, and natural electric activity in clouds is a random process, we sought for temporal correlations between the electric events detected by the LMA and the laser pulses. A significant correlation appears as a strong indication of an effect of the laser, with a confidence level defined by a comparison between the number of observed synchronized events and the number of random events that would expectedly happen to be synchronized by pure chance.

Figure 5 displays the result of this statistical analysis for a storm on September 25, 2004. At the location of the laser filaments (arrow head) within the spatial resolution of the data processing, 30% (3 out of 10) of the pulses are synchro-
nized with the laser repetition rate. The probability to obtain the same number of synchronized events by chance is only 2.4%, meaning that the statistical confidence level is as high as 97.6%. The delay mismatch between the RF pulses detected on the different LMA detectors for some events correspond to some tens of meters, typical of spatially spread events, such as corona discharges at the tips of individual filaments within the bundle of multiple filaments. Similar results are obtained during the second thunderstorm, while no effect was observed when the electric field was low or negative.

These results suggest that a small fraction (0.24%, i.e. \( \sim 1 \) event/minute) of the plasma filaments have initiated electric events in a strong positive (upward pointing) electric field [32]. This result constitutes a step towards laser-controlled lightning, but the low efficiency achieved in this experiment requires further development.

5 OPTIMIZATION OF THE FILAMENT EFFECT IN THUNDERSTORMS

The very limited effect of the plasma channel left behind by the filaments, which did not trigger lightning strikes to the ground, appears to be due to their low electron density as well as the limited plasma lifetime of \( \sim 1 \) \( \mu \text{s} \) [34, 35], corresponding to an effective length on the meter-scale for a leader propagating at a speed of a few \( 10^6 \) m/s [24]. Since wires of a few tens of meters are sufficient for rocket triggering of lightning, the plasma lifetime has to be enhanced up to several tens of \( \mu \text{s} \). As discussed above, this may be achieved by emitting a pulse sequence, with a YAG laser pulse [22, 28, 29] or a train of femtosecond pulses [30, 31] launched after the initial ultrashort pulse. The definition of the optimal pulse sequence is still an open question, relying on extensive modelling of the temporal evolution of the plasma channel created by the laser in an electric field [36]. Other available parameters include the pulse energy and beam profile. While the latter is difficult to control over long distances in the highly perturbed propagation conditions encountered in thunderstorms, higher pulse energies could yield more filaments over longer distances [37] thus possibly improving the effect of the laser on the electric field.

The emission geometry is also subject to optimization. Hints in this direction have recently been proposed [38]. This model considers filaments as passive conductors, which suddenly emerge from the space charge accumulated around the ground, as rockets do if their speed is sufficient, resulting in an enhanced electric field favourable for lightning initiation. The treatment of filaments as static conductors is supported by an estimation of a \( \sim 0.1 \) \( \mu \text{s} \) loading time of the RC circuit formed by the ground, filament, and cloud base. Such loading time is longer than the picosecond timescale of electron attachment, but shorter than the microsecond lifetime of the plasma channel. Therefore, filaments can be assumed to intercept all leaders in their vicinity, within a distance \( r = 10 \frac{E^{1/2}}{I} \sim 100 \) m for an intensity \( I = 30 \) kA of the lightning strike [2]. Once it interacts with the descending leader and generates an upward positive leader, the plasma channel is considered to be stabilized by the current flowing through it [39].

Based on these assumptions, phenomenological Monte-Carlo simulations of a descending leader above a flat ground were used to illustrate the impact of several configuration parameters with and without tower [38]. Due to a limited region of influence and a poor duty cycle related to the short plasma lifetime as compared with typical repetition rates of terawatt lasers, a fixed, vertical laser beam triggered independently from the cloud activity appears to have a hardly measurable effect on the thundercloud. A few events at most may be accessible, which could explain the very small number of events observed during the Teramobile field campaign [32].

However, the flexibility of the laser technique could dramatically improve this low efficiency. The laser beam could be triggered and steered according to a real-time detector, as used by Uchida et al. [8] to detect and locate the advent of descending leaders. This approach improves the duty cycle by a factor of 100 to 1000, since all laser shots will then be able to intercept a descending leader. Moreover, the steering capability extends the volume of influence of the laser, and therefore increases the number of accessible descending leaders by a typical factor of 10, even for conservative filament heights of a few hundreds of meters [38]. Intercepting several tens to a few hundreds of shots in one single season therefore appears accessible. Such numbers are sufficient to achieve the statistical significance required for a field campaign to be conclusive. It could also constitute a quantitative improvement as compared with the yield of the rocket technique.

6 CONCLUSION

Although initiated 50 years ago, the effort to control lightning using lasers has not yet reached its goal of triggering and guiding lightning strikes to demand to the ground. However, recent results obtained with the femtosecond-terawatt Teramobile laser renewed the expectations that ultrashort laser pulses may be good candidates to achieve this challenge. Further improvement requires optimized plasma filaments generated by the ultrashort laser pulses. In particular, pulse sequences, as well as a higher pulse power, are expected to enhance both the electron density and plasma lifetime. Active triggering and steering of the laser upon the detection of leader initiation in the clouds shall also improve dramatically the volume accessible to the filaments, as well as their duty cycle. Macroscopic number of triggered events could therefore be expected in a near future.
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The cofilamentation of two ultrashort laser pulses at 800 and 400 nm in argon is numerically shown to counteract their temporal splitting. The output pulses are as short as 15 and 6.5 fs, respectively, without any postprocess compression or stringent alignment. The simultaneous generation of two sub-millijoule (160 and 15 μJ, respectively) sub-six-cycle pulses at ω and 2ω is of particular interest for attosecond science.
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Increasing interest has recently been devoted to the generation of single attosecond pulses, because they allow phenomena such as coherent molecular dynamics or Rydberg orbital motion to be probed with attosecond time resolution [1]. However, the generation of attosecond pulses requires few- or even single-cycle driving pulses, causing in turn strong attention to few-cycle pulse (FCP) generation [2–5].

Self-guided filaments induced by ultrashort laser pulses in gases [6–9] provide an efficient way to produce such FCPS. A first approach consists in stopping the filamentation by a gas pressure gradient, before pulse splitting occurs. But this approach requires a complex gas cell design and a careful control of the longitudinal location of filamentation [10]. Alternatively, filaments can generate a broad spectrum by self-phase-modulation (SPM). This continuum is then temporally compressed by chirped mirrors or a pulse shaper [11]. This recompression stage requires both careful design and alignment. Moreover, the spectral width of the continuum is critical.

The use of a dual-color pulse can improve this bandwidth. Recently, numerical simulations suggested that a weak seed pulse at frequency ωc copropagating with a filament at ω0 can generate an ultrabroad continuum at ωFWM=2ω0−ωc through four-wave mixing (FWM) and produce a FCP at 545 nm without any postcompression stage [12]. The induced light bullet can then propagate over about 0.25 m, much further than expected by consideration of the group-velocity dispersion. The interplay between self-phase-modulation and cross-phase-modulation (XPM) between two pulses at different wavelengths (e.g., 400 and 800 nm) copropagating in a gas-filled hollow-core fiber [13,14] also generates an ultrabroad continuum in the visible region. The same SPM-XPM interplay was also demonstrated in the case of copropagating filaments, resulting in an ultrabroad continuum in either the deep uv [3,15] or the far infrared [16]. However, the output bandwidth and time duration of the initial pulses has not been characterized so far.

In addition to enhancing the spectral broadening, the use of a two-color pair of ultrashort pulses at frequencies ω and 2ω breaks the temporal symmetry of the electric field. Therefore, the emission of attosecond pulses in the cutoff photon energy region takes place every full cycle instead of every half cycle and the duration requirements for the driving pulse are reduced by a factor of 2, allowing the use of multicycle pulses [17–22].

Hence, the simultaneous generation of a two-color pair of ultrabroadband pulses at both ω and 2ω would help both stages of the attosecond pulse generation: the generation of the FCP and the subsequent production of single attosecond pulses in the higher harmonics. In this paper, we show numerically that the cofilamentation of two laser pulses at λRFWM =800 nm and λB=400 nm in argon indeed generates a pair of intense, sub-six-cycle pulses in a two-color field, meeting the requirements for attosecond pulse generation. Moreover, contrary to existing experimental schemes, this two-color dual pulse is obtained without any temporal postcompression stage or complex gas cell design, leading the way to a practical experimental implementation.

We consider two collinearly polarized incident electric fields at λB (labeled B) and λBR (R) with cylindrical symmetry around the propagation axis z. The scalar envelopes are assumed to vary slowly in time and along z. The two fields are coupled by XPM only: Four-wave mixing effects such as 2ωB±ωR, 2ωB±ωc are not taken into account in this discussion because, due to the short coherence length (28 μm to 2.8 mm, depending on the considered wavelength set, i.e., much shorter than the typical 2.5 cm length of the filaments considered in this work), they induce a negligible depletion of the incident pulses. It should also be noted that the FWM efficiency is kept very low (103 times lower than the R pulse intensity) by the short associated coherence length [25]. Higher-order processes are also neglected. The two scalar envelopes evolve according to the coupled propagation equations (1) and (2) directly derived from the nonlinear unidirectional pulse propagation equation [23] for two copropagating pulses [24]:

\[
\begin{align*}
\partial_t \epsilon_B + & \frac{i}{2k_B} \Delta_z \epsilon_B - i\frac{k_B}{2} \partial_t^2 \epsilon_B - i\Delta_{1/\omega} \partial_t \epsilon_B + \frac{i k_B}{n_B} |n_B \epsilon_B|^2 \\
& + n_{cross} |\epsilon R|^2 \epsilon_B - \frac{i k_B}{2n_B \rho_B} \rho \epsilon_B - \frac{1}{2} \sigma_B \rho \epsilon_B \\
& - \frac{\rho B^2}{2} |\epsilon_B|^{2 \lambda B - 2} \epsilon_B,
\end{align*}
\]
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TABLE I. Input parameters of the simulations. The difference in the focal length between $R$ and $B$ is caused by the longitudinal chromatic aberration of the lens.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\lambda_B=400$ nm</th>
<th>$\lambda_R=800$ nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (mJ)</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta_{FWHM}$ (fs)</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_r$ (mm)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Chirp ($f^2$)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$f$ (m)</td>
<td>1</td>
<td>1.04</td>
</tr>
<tr>
<td>Initial delay (fs)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pressure (bar)</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\partial_t \varepsilon_R & = \frac{i}{2\kappa_R} \Delta_{\perp}^2 \varepsilon_R - \frac{i}{2\kappa_R} \partial_t \varepsilon_R + \frac{ik_R}{n_{R}} \left(n_2 \varepsilon_R^2 + n_{cross} \varepsilon_B^2 \right) \varepsilon_R \\
& - \frac{ik_R}{n_{R} \rho_{R}} - \frac{1}{2} \sigma_R \varepsilon_R - \frac{\rho_{R}^2}{2} |\varepsilon_R|^{2} |\varepsilon_R|^{-2}, 
\end{align*}
\]

where $t$ refers to the retarded time in the reference frame of $R$ and the notations are as described in [25]. In Eq. (1), $\Delta_{1/2}$ is the walkoff constant between $R$ and $B$. The plasma density $\rho$ is coupled to both electric fields through:

\[
\partial_t \rho = \left( \sum_{\iota=B,R} \sigma_{\iota} |\varepsilon_{\iota}|^{2} \right) \left( 1 - \frac{\rho}{\rho_{crit}} \right) + \frac{1}{U} \sum_{\iota=B,R} \sigma_{\iota} \rho |\varepsilon_{\iota}|^{2} - \alpha \rho^2,
\]

where $\alpha$ is the recombination time constant. The values of the physical parameters are similar to those of [25]. The input electric field envelopes are modeled in focused geometry by two Gaussian profiles. Both the linear chirp of the pulses and their initial delay [which is positive when $R$ reaches the focal region ($z=1m$) before $B$] are set in the frequency space.

We integrated Eqs. (1) and (2) with a Fourier split-step scheme. The linear terms (diffraction and dispersion) are computed in the Fourier space over a half step in a fully implicit scheme [26]. The nonlinear terms are directly computed in the physical space over a second half step using a Runge-Kutta procedure. Equation (3) was integrated by a Euler scheme. We used a fixed 8192-point temporal grid, providing a resolution of 0.25 fs, and an adaptive grid in both the transverse and $z$ dimensions [27], with a transverse resolution down to 1.5 $\mu$m where filamentation occurs. The simulation input parameters match those of the experiments described in [25], as summarized in Table I.

To precisely identify the contribution of co-filamentation, we compared the results of numerical simulations of the independent filamentation of both $B$ and $R$ with the case where the two pulses copropagate, with the same initial conditions. Figure 1 displays the effect of co-filamentation on both the quadratic radius and the intensity in the center of the beams. While $R$ is little affected by the co-filamentation in the considered conditions, $B$ is refocused twice by cross Kerr focusing. In this process, the photon bath [28,29] of $R$ significantly contributes, through a $\chi^{(3)}$ process, to the refocusing of the copropagating $B$ pulse. In contrast to $B$, $R$ is moderately affected by the co-filamentation. This is due to the fact that the $B$ transverse dimension is larger than that of $R$ throughout almost the whole propagation (typically 100 vs 25 $\mu$m), so that the nonlinear cross effects averaged over the whole $R$ cross section remain small. The clamped intensity of both pulses is almost unaffected by co-filamentation and amounts to $1 \times 10^{13}$ W cm$^{-2}$ for $B$ and $6 \times 10^{11}$ W cm$^{-2}$ for $R$ over a few centimeters.

As shown in Fig. 2, the co-filamentation also strongly influences the temporal shape of $B$. The independent propaga-
CROSS COMPRESSION OF LIGHT BULLETS BY TWO-

FIG. 3. (Color online) Spectrum around 400 nm. Cofilamentation drastically enhances the spectral broadening through XPM.

iteration of B gives rise to multiple pulse splitting, resulting in a series of sharp spikes spanning over 100 fs, which would fully prevent single attosecond pulse generation. In contrast, cross Kerr focusing, as well as defocusing and absorption of each pulse by the plasma generated by the other one, partially blocks pulse splitting, generating a 6.5 fs short pulse (4.9 cycles) with little quadratic phase dependency. In the high-intensity temporal region, the phase exhibits an almost linear temporal dependency which indicates a central frequency shift of B (the negative slope indicates a central frequency blueshift as can be noticed in Fig. 3). In addition to this slight blueshift, the spectrum of the continuum is greatly broadened as compared with the case of the stand-alone B filament (Fig. 3). As in the case of the spatial domain, cofilamentation affects R marginally, although it typically reduces the pedestal intensity by a factor of 2 and increases the contrast ratio between the almost FCP (15 fs, i.e., 5.6 cycles) fluence and its pedestal by 2.5.

The space-time plots of Fig. 4 give more insight into the cofilamentation spatiotemporal dynamics. The drastic reduction of pulse splitting as well as the cross Kerr focusing appear clearly. After B has experienced multiple pulse splitting, the R-induced plasma diffracts and absorbs all the B spikes, which temporally occur after R. Simultaneously, the (cross) Kerr effect focuses both the B and R energy reservoirs located around the filaments. Moreover, the effect of cofilamentation on R can be seen in Fig. 4(b) at the distance z=94 cm, where the plasma generated by B defocuses the trailing edge of R. Without any postcompression, R is composed of only 5.6 cycles (15 fs), while B contains about 4.9 cycles (6.5 fs) at z=150 cm with a contrast 3.5, 50 cm after the filamentation process. At this distance, R (B) intensity is as high as 1 (0.3) TW cm⁻² corresponding to a bullet energy of 160 (13) μJ transversely integrated over 2 mm and disregarding the pedestal. Moreover, the extremely short FWHM time duration of the two light bullets remains stable over more than 20 cm, as expected for temporal solitonlike structures. It may be noted that the above results were recorded in the center of the beam, although the two pulses are transversely inhomogeneous. However, real experiments tackle such inhomogeneities and select the shortest and spectrally broadest regions of the beam by selecting the center of the beam using a pinhole. Therefore, we expect that our calculations are representative of future experiments, which could greatly benefit from the self-aligned character of the proposed technique, as well as the fact that it requires no postcompression. Such advantages, together with its reasonable energy conversion efficiency, make our approach experimentally very attractive as compared with techniques providing a higher yield, but at the cost of more elaborate experiments.

The space-time plots of Fig. 5 give more insight into the cofilamentation spatiotemporal dynamics. The drastic reduction of pulse splitting as well as the cross Kerr focusing appear clearly. After B has experienced multiple pulse splitting, the R-induced plasma diffracts and absorbs all the B spikes, which temporally occur after R. Simultaneously, the (cross) Kerr effect focuses both the B and R energy reservoirs located around the filaments. Moreover, the effect of cofilamentation on R can be seen in Fig. 5(b) at the distance z=94 cm, where the plasma generated by B defocuses the trailing edge of R. Without any postcompression, R is composed of only 5.6 cycles (15 fs), while B contains about 4.9 cycles (6.5 fs) at z=150 cm with a contrast 3.5, 50 cm after the filamentation process. At this distance, R (B) intensity is as high as 1 (0.3) TW cm⁻² corresponding to a bullet energy of 160 (13) μJ transversely integrated over 2 mm and disregarding the pedestal. Moreover, the extremely short FWHM time duration of the two light bullets remains stable over more than 20 cm, as expected for temporal solitonlike structures. It may be noted that the above results were recorded in the center of the beam, although the two pulses are transversely inhomogeneous. However, real experiments tackle such inhomogeneities and select the shortest and spectrally broadest regions of the beam by selecting the center of the beam using a pinhole. Therefore, we expect that our calculations are representative of future experiments, which could greatly benefit from the self-aligned character of the proposed technique, as well as the fact that it requires no postcompression. Such advantages, together with its reasonable energy conversion efficiency, make our approach experimentally very attractive as compared with techniques providing a higher yield, but at the cost of more elaborate experiments.

FIG. 4. (Color online) Temporal shape of B (a) and R (b) as a function of the distance when the two pulses copropagate. The durations of the two pulses [full width at half maximum (FWHM)] remain stable over more than 20 cm from z=1.3 to 1.5 m. Note that the walkoff between the two pulses delays B in the R frame.

FIG. 5. (Color online) B (a) and R (b) FWHM duration and contrast ratio (c), (d) after the cofilamentation (z=150 cm). Positive delays correspond to the situation where R reaches the focal region (z=1 m) before B.
sets such as hollow waveguides and chirp mirror recompression [30].

The time delay between the pulses, and hence their temporal overlap in the interaction region, critically influences their cofilamentation, and in particular the FWHM duration and the contrast ration of the two copropagating pulses (Fig. 5). While an adequate delay almost inhibits the pulse splitting of the $B$ pulse, a detuned delay may have the opposite effect, resulting in a comb of sharp peaks. While the $R$ duration is less sensitive to the delay, a perfect overlap yields a threefold increase of the contrast ratio of $R$. Other parameters, like the relative intensities of the two pulses, their wavelength, or the focal length they encounter, are also expected to influence cofilamentation. For example, although such development is beyond the scope of this work, we expect that it would be possible to better compress the $R$ pulse by adjusting the relative location of the focus of $R$ and $B$.

As a conclusion, we have numerically demonstrated a method to simultaneously generate two sub-six-cycle pulses with subjoule energy. The cross Kerr focusing governing cofilamentation drastically reduces the pulse splitting, resulting in almost few-cycle pulses at both $\omega$ and $2\omega$, which could act as a pair of driving pulses for attosecond pulse generation. The fairly good energy conversion efficiency of this self-aligned and self-recompressed method makes it attractive for practical experiments.
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Abstract: We investigate both experimentally and theoretically the mechanisms driving the co-filamentation of two ultrashort laser pulses at 800 and 400 nm in Argon. The cross-Kerr lens and cross-phase modulation between the two filaments of different colors bridging both the continuum spectra and the plasma channels induced by the individual pulses. This dual-color filamentation also results in the simultaneous generation of two few-cycle pulses at both 800 and 400 nm, providing a potential way to generate attosecond pulses.
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1. Introduction

Strong interest has been recently devoted to few-cycle pulses (FCP) generation for their properties in both the spectral and time domains. In the time domain, their very short duration can be used to generate high harmonics in rare gases, a step to produce XUV attosecond pulses in order to probe, with attosecond time resolution, phenomena [1, 2, 3] such as coherent molecular dynamics or Rydberg orbital motion. In the Fourier reciprocal space, their octave-broad spectrum can be used in spectroscopy [4] or white-light Lidar applications [5].

Filamentation [6, 7, 8], resulting from the dynamic balance between Kerr self-focusing and defocusing on laser-induced plasma, is now recognized as an efficient way to produce such ultrashort pulses [9, 10, 11, 12, 13, 14, 15, 16, 17]. Moreover, filament-based experiments do not need fine alignment as is the case of capillary-based setups.

Up to now, both experimental and theoretical investigations have focused on filamentation in the infrared (800 nm) and ultraviolet (248 nm) regions [6, 7, 8, 15, 18, 19]. However, recent results showed that filamentation of 400 nm pulses in Argon can also produce a very broad spectrum [20]. Unfortunately, filamentation at 400 nm yields a limited energy on the wings of the continuum induced by self-phase modulation (SPM) [21], which restricts the theoretical minimum pulse duration achievable by this method.

A great deal of effort has been devoted to the control of the plasma channel and the white-light generated during filamentation [8]. Chirp [22], energy, beam size and shape [23], ellipticity [24], spectral and spatial shaping [25, 26] have been investigated. Recently, another way to control filamentation has been proposed theoretically: the two-color filamentation, or conditional femtosecond pulse collapse [27] for white-light and plasma delivery to a controlled distance. Launching 600 nm and 800 nm pulses with an adequate time-delay, and a power just below the critical power allows, with the help of air dispersion, to control the location of the filamentation onset.

Such two-color dual filamentation approach could also overcome the limited energy on the wings of the white-light continuum. By combining two pulses with different central wavelength (e.g. 800 nm and 400 nm) in a gas-filled hollow core fiber, the interplay of both XPM and SPM results in a broader spectrum than SPM alone [21, 28]. Two-color filamentation was also used to generate ultrashort deep-ultraviolet (200 nm and 266 nm) [9] or mid-infrared pulses [13] by four-wave mixing (FWM). These processes are very efficient because both pulses are clamped to intensities as high as 5.10^{13} W.cm^{-2} over several Rayleigh lengths. Moreover, the use of two single-cycle pulses, at frequencies \omega and 2\omega can enhance the generation of high harmonics, as compared to a single pulse [1, 29, 30, 31, 32]. Simultaneously generating single-cycle pulses
at both 800 nm and 400 nm is therefore particularly promising for attosecond and high-field physics.

In this paper, we study both experimentally and theoretically two-color (800 nm and 400 nm) filamentation in Argon. We show that an adequate time-delay results in co-filamentation of the two pulses, yielding a single, strongly broadened spectrum and opening the way to the simultaneous generation of 400 nm and 800 nm FCP. Moreover, the two-color co-filamentation generates a much longer connected plasma channel than that generated by each of the filaments individually, which could be useful to trigger and control high voltage discharges.

2. Materials and methods

2.1. Experimental setup

The experimental setup is shown in Fig. 1. A Ti:Sa amplifier system (Hidra, Coherent Inc.), delivers 2.5 mJ (stability: 0.5 % rms), 800 nm pulses at a 1 kHz repetition rate. The seed pulse is shaped by a Dazzler in order to shorten the output pulse down to 30 fs. The beam is frequency-doubled to 400 nm using a 0.5 mm thick BBO crystal, providing a typical output energy of 150 − 300 μJ. The remaining NIR (labeled as beam “R”, about 1 mJ) and the blue (“B”) pulses are separated by a dichroic mirror (DCM). The R polarization is rotated by a zero-order waveplate (WP) and its delay relative to B is adjusted by a delay line, after which the two beams are recombined with another DCM (DCM2). Then, the two collinear beams are focused by a f = 1 m lens in a 2 m long cell filled with 2 bar Argon. We determined the zero-delay between both pulses by optimizing the sum-frequency generation at 266 nm in a 200 μm thick BBO crystal. When either of the two pulses propagates into the cell, a single plasma channel of 2.5 cm length is generated. Such short channel may stem from the moderate initial beam quality, in both the temporal and spatial dimensions. However, as in particular numerical simulations below will show, the actual filaments are longer than the 2.5 cm-long section where the electron density is sufficient to be observed visually, up to beyond 10 cm. As expected from the Marburger formula [33] considering the lens longitudinal chromatic abberation, the B and R filaments start at zR = 90 cm and zR = 97 cm, respectively, z being the propagation distance. The two beams are then collimated at the cell exit by a f = 1 m lens. The core (4 mm in diameter) of the beams are redirected to a spectrometer (Ocean Optics, HR4000, 0.5 nm resolution). Besides, the plasma channels are characterized by side images recorded with a
RGB color-frame digital camera (Nikon D80), with a resolution of about 30 μm. The signal was averaged over 3 s, corresponding to 3000 laser pulses. We checked that the collected light was unpolarized and shows no axial dependence, which excludes both Rayleigh scattering and third-order susceptibility processes, and warrants that only the plasma fluorescence is recorded. To avoid scattered light from either the R or the B filaments, we considered the green layer (450 – 600 nm) of the RGB pictures, where several fluorescence emission lines of nitrogen are present, although the main fluorescence signal is in the 650 – 950 nm range [34].

2.2. Numerical methods

The high intensity within the filaments, as well as their reduced transverse dimension (∼ 100 μm) prevent in-situ measurements. To get insight into the highly non-linear co-filamentation process beyond the experimentally available data, we developed a numerical model aimed at reproducing the actual experimental conditions as closely as possible.

More precisely, we consider two collinearly polarized incident electric fields at \( \lambda_b = 400 \text{ nm} \) and \( \lambda_r = 800 \text{ nm} \) with cylindrical symmetry around the propagation axis z. They write \( \Re\{e^{i (k_i z - \omega t)} \} \}, \) where \( k_i = \frac{2\pi n_i}{\lambda_i} \) and \( \omega_i = \frac{2\pi c}{\lambda_i} \) (i = R, B) are the carrier wave number and the frequency, in the slowly varying envelope approximation [35]. This separation of the R and B radiations is acceptable as long as their spectra do not overlap [36]. Each field is propagated within a classical non-linear Schrödinger equation (NLSE) [7], while their interaction occurs through cross-phase modulation (XPM). We therefore, neglect all phenomena such as 2\( \omega_i \) ± \( \omega_r \), 2\( \omega_i \) ± \( \omega_b \), as well as higher order processes. The two scalar envelopes evolve according to the coupled propagation equations (1-2):

\[
\frac{\partial}{\partial t} e_B = \frac{i}{2k_B^0} \Delta^2_{\text{e}B} e_B - i \frac{k_B^0}{2} \dot{\varphi}^2 e_B - i \Delta_1 \frac{\partial}{\partial z} e_B = \frac{ik_B}{n_B} \left( n_B \epsilon_B |\epsilon_B|^2 + n_{\text{cross}} |\epsilon_B|^2 \right) e_B \tag{1}
\]

\[
\frac{\partial}{\partial t} e_R = \frac{i}{2k_R^0} \Delta^2_{\text{e}R} e_R - i \frac{k_R^0}{2} \dot{\varphi}^2 e_R + \frac{ik_R}{n_R} \left( n_R \epsilon_R |\epsilon_R|^2 + n_{\text{cross}} |\epsilon_R|^2 \right) e_R \tag{2}
\]

where \( t \) refers to the retarded time in the reference frame of the 800 nm pulse \( t \rightarrow t - \frac{z}{v_{gr}} \) with \( v_{gr} = \frac{\partial \omega_i}{\partial k_i} |_{\omega_k} \) corresponding to the group velocity of the 800 nm carrier envelope. The terms on the right-hand side of Eq. 1 account for spatial diffraction, second order dispersion, temporal walkoff due to the group-velocity dispersion of the two envelopes, instantaneous self and cross Kerr effects, plasma defocusing and absorption, respectively (Table 1). The Kerr response of Argon is assumed to be instantaneous [6]. In (1), \( \Delta_1 = \frac{1}{v_{gr}} - \frac{1}{v_{gR}} \) is the walkoff constant and \( \rho_{ei} = \frac{\epsilon_{ei}}{\epsilon_{ei0}} \) corresponds to the critical plasma density above which the plasma becomes opaque. In addition, the constant \( \sigma_i = \frac{k_e^2}{\omega_{ei0} |1 + (\sigma_i)|} \) denotes the cross-section for electron-neutral inverse bremsstrahlung (\( \tau \) is the electron-atom relaxation time) and \( \beta_j \) corresponds to the coefficient of multiphoton absorption, \( K_i \) being the minimal number of photons necessary to ionize Argon. This quantity is calculated as \( K_i = \text{mod} \left( \frac{U}{n_0} \right) + 1 \) (\( K_R = 11 \) and \( K_B = 6 \), where \( U \)
is the ionization potential of Argon ($U = 15.76 \text{ eV}$ [37]). $\beta K_i$ is expressed as $\beta K_i = K_i\hbar\omega_{at}\sigma_{Ki}$ where $\rho_{at}$ is the Argon density and $\sigma_{Ki}$ is the multiphoton ionization cross section.

The dynamic of the electric field is coupled with the plasma density $\rho$ by the multiphoton ionization. Hence, the plasma density $\rho$ follows the equation:

$$
\partial_t \rho = \left( \sum_{l=B,R} \sigma_{Ki} |\epsilon_l|^{2K_i} \right) \left( 1 - \frac{\rho}{\rho_{at}} \right) + \frac{1}{U} \sum_{l=B,R} \sigma_{l} |\epsilon_l|^2 - \alpha \rho^2 \tag{3}
$$

where $\alpha$ is the recombination time constant.

Table 1. Physical parameters used in the model ($p$ accounts for the relative gas pressure: $p = \frac{P}{1\text{bar}}$)

<table>
<thead>
<tr>
<th>$\lambda_p (\text{nm})$</th>
<th>$\sigma_{B}$</th>
<th>$\sigma_{R}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_p (\text{nm})$</td>
<td>$0.49p$ [38]</td>
<td>$0.21p$</td>
</tr>
<tr>
<td>$n_2 (\text{m}^2\text{W}^{-1})$</td>
<td>$4.9, p 10^{-25}$ [39]</td>
<td>$3.2, p 10^{-25}$</td>
</tr>
<tr>
<td>$n_{\text{cross}} (\text{m}^{-1})$</td>
<td>$1, p 10^{-23}$</td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>$6$</td>
<td>$11$</td>
</tr>
<tr>
<td>$\beta K (\text{m}^{-3}\text{W}^{1-K})$</td>
<td>$1.95, p 10^{-38}$</td>
<td>$3.32, p 10^{-176}$</td>
</tr>
<tr>
<td>$\sigma K (\text{s}^{-1}\text{cm}^{2}\text{W}^{-1-K})$</td>
<td>$2.79, p 10^{-32}$ [6]</td>
<td>$5.06, p 10^{-140}$</td>
</tr>
<tr>
<td>$\sigma (1\text{bar}) (\text{m}^2)$</td>
<td>$2.53 10^{-24}$</td>
<td>$1.01 10^{-23}$</td>
</tr>
<tr>
<td>$\rho_{at} (\text{m}^{-3})$</td>
<td>$6.4 10^{27}$</td>
<td>$1.74 10^{27}$</td>
</tr>
<tr>
<td>$\alpha (\text{m}^3\text{s}^{-1})$</td>
<td>$7 10^{-13}$ [40]</td>
<td></td>
</tr>
<tr>
<td>$\tau (\text{s})$</td>
<td>$1.9 10^{-13} p^{-1}$ [41]</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Input parameters used in the model. The different focal length for the 800 nm (R) and 400 nm (B) pulses account for longitudinal chromatic aberration of the focusing length used in the experiments.

<table>
<thead>
<tr>
<th>$\lambda_p (\text{nm})$</th>
<th>$\Delta t_{\text{FWHM}} (\text{fs})$</th>
<th>$\sigma_r (\text{mm})$</th>
<th>Chirp ($\text{fs}^2$)</th>
<th>$f (\text{m})$</th>
<th>Pressure (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_p (\text{nm})$</td>
<td>$0.150$</td>
<td>$50$</td>
<td>$6$</td>
<td>$-100$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\lambda_p (\text{nm})$</td>
<td>$1$</td>
<td>$30$</td>
<td>$6$</td>
<td>$-330$</td>
<td>$1.04$</td>
</tr>
</tbody>
</table>

The initial conditions are chosen to match the experimental parameters, as summarized in Table 2. We chose an initial plasma density of $10^9 \text{e}^{-}\text{cm}^{-3}$ [42]. The input electric field envelopes are modeled in focused geometry by two Gaussian profiles with input power $P_{in}$, as

$$
\epsilon_{i}(r,t,0) = \sqrt{\frac{2P_{in}}{\pi \sigma_{ri}^2}} \exp \left( -\frac{r^2}{\sigma_{ri}^2} - \frac{t^2}{\tau_{ri}^2} + i \frac{k_{ri}p^2}{2f_i} \right) \tag{4}
$$

(C) 2008 OSA
where $\sigma_{ri}$ is the intensity quadratic radius, $\tau_i = \Delta t_{FWHM}/(\sqrt{2\ln(2)})$ and $f_i$ is the focal length of the $\lambda_i$ pulse. Both the initial delay imposed between the two pulses and the linear chirp of the pulses are set in the frequency space:

$$\varepsilon_R(r, \omega, 0) \rightarrow \varepsilon_B(r, \omega, 0) \cdot \exp(\iota \omega \Delta_t) \cdot \exp(\iota C^2_B \omega^2)$$  \hspace{1cm} (5)$$

$$\varepsilon_R(r, \omega, 0) \rightarrow \varepsilon_R(r, \omega, 0) \cdot \exp(\iota C^2_R \omega^2)$$  \hspace{1cm} (6)$$

Here, $\Delta_t$ represents the time delay between the two pulses, $C_B$ ($C_R$) is the linear chirp parameter of the initial $\lambda_B$ ($\lambda_R$) pulse.

The above equations have been integrated with a Fourier Split-Step scheme in which all the linear terms are computed in the Fourier space over a half-step while the nonlinear terms are directly computed in the physical space over a second half-step using a Runge-Kutta procedure. To integrate the linear terms of the equation along the $z$ axis, i.e. diffraction and dispersion, we used a fully implicit scheme [43], more stable than the Euler method [44]. On the other hand, for the plasma Eq. (3), an Euler scheme is sufficiently robust. Adaptive steps were used in both the spatial transverse and longitudinal dimensions. The temporal and spatial resolutions at the filament location were 0.25 fs and 1.5 $\mu$m, respectively. We checked that increasing the 2D grid resolution does not influence the final results.

3. Results and discussion

3.1. Spectral bridging by co-filamentation

![Fig. 2. 400 nm pulse spectrum as function of the relative delay between the pulses centered at 400 nm and 800 nm. The time delay is positive when the NIR pulse (R) is launched after the blue one (B). The spectrum at the bottom of each series corresponds to the B pulse alone. (a) Experimental results, integrated over 4 mm diameter; (b) Numerical simulations. The broader numerical spectrum stems from the consideration of the filament center only, where the broadening is strongest, as well as the non-perfect temporal and spatial profiles of the experimental pulse](image)

When one of the beams propagates independently, spectral broadening is only due to SPM and, to a lesser extend, to the plasma-induced nonlinear phase shift. In the case of dual-color co-filamentation, additional XPM-induced nonlinear phase shift broadens the continuum. Figure 2 displays both the experimental and the theoretical spectrum of the B filament output spectrum.
as a function of the delay with the \textbf{R} pulse. A fine delay tuning allows to control the shape of the blue spectrum output. The numerical results agree qualitatively with the experimental ones, except for the spectral width of the continuum. The simulated spectral broadening critically depends on the delay between the two pulses, as is the case for the experimental data. Comparable delays also yield the same relative broadening. The difference in the absolute spectral width is due to the fact that the experimental data integrate the spectrum over a 4 mm wide region, while the numerical results consider the spectrum in the filament center, where the broadening is strongest. The presence of a pre-pulse in the experiment [17] and an unperfect transverse intensity profile may also contribute to this difference.

The numerical simulations also reproduce well the shape and central wavelength of the \textbf{B} spectrum when the delay between both pulses is varied. Launching \textbf{R} 50 fs \textit{(i.e., a delay comparable with the pulse duration)} before (resp. after) \textbf{B} enhances the red (resp. blue) part of \textbf{B}. This can be qualitatively understood by considering that the instantaneous frequency in a $\chi^{(3)}$ medium is approximately $\omega(t) = \omega_0 - \frac{n_2 c}{c} \frac{\partial I}{\partial t}$ with $n_2 > 0$ in Argon so that the spectrum is shifted towards the blue (resp. red) in the trailing (resp. leading) edge of the pulse, when $\frac{\partial I}{\partial t}$ is negative (resp. positive). Depending on the sign of the delay, either the leading or trailing part of the considered pulse interacts with the other pulse, resulting in a selective enhancement of the corresponding spectrum side.

![Graph](image)

Fig. 3. (a) Experimentally observed influence of co-filamentation on the output spectrum of the supercontinuum. Co-filamentation broadens individual continuum spectra, especially in the blue region, and connects them into a continuum spanning 2 octaves (200 nm - 800 nm). The peak at 266 nm originates from the $\chi^{(3)}$ mixing $\frac{1}{266} = \frac{1}{400} + \frac{1}{400} - \frac{1}{800}$

Figure 3 displays the full experimental spectrum of the \textbf{B} and \textbf{R} pulses, as well as that of the connected continuum generated by the co-propagation of the \textbf{B} and \textbf{R} with a perfect temporal overlap (0 fs delay). Besides broadening the continuum around the \textbf{B} and \textbf{R} wavelengths, it also bridges those two continua into a single continuous spectrum spanning over two octaves, which raises the expectation that the corresponding pulses may be as short as 1.4 fs FWHM. Co-propagation also results in a peak at 266 nm, which is not generated by any of the filaments alone (therefore excluding third harmonic generation by the \textbf{R} pulse), originating from the $\chi^{(3)}$
mixing $\frac{1}{266} = \frac{1}{300} + \frac{1}{300} - \frac{1}{800}$ [9]. This mixing process even enhances the spectral broadening down to at least 240 nm, limited by the spectral range of the detection.

### 3.2. Bridging of plasma channels by co-filamentation

When the laser intensity exceeds a few $10^{12}$ W cm$^{-2}$, Argon ionizes. The resulting plasma stabilizes the filaments in a dynamic balance with the Kerr effect. Moreover, the plasma decreases the local medium resistivity, which is of high importance to control high-voltage discharges [45] or lightning [46]. Long, highly conductive plasma “wires” are therefore highly desirable in order to increase the triggering and guiding efficiency of the filaments.

![Diagram](image)

Fig. 4. a) Experimental plasma channel length for several delays. For well adjusted delay, the two plasma channel are concatenated and form a longer plasma channel without any non-ionized region. Blue: B induced plasma channel. Red: R induced plasma channel. b) Theoretical on-axis plasma channel density for both individual filaments, co-propagating filaments, and collinear filaments without cross-Kerr coupling.

Figure 4(a) depicts the qualitative profile of the electron density as a function of the propagation distance, for several delays between the R and B filaments. As long as the pulses do not temporally overlap, the resulting plasma density is the sum of the contributions of the two pulses propagating individually, with two 2.5 cm long plasma channels, separated by a 2 cm long non-ionized (therefore, isolating) region. When the pulses overlap, the two plasma columns do not only connect, but the gap between them is filled by a continuous plasma channel. In other words, co-filamentation bridges the individual plasma channels into a 9 cm long channel, corresponding to a 3.6-fold increase of the length as compared with the individual filaments. It is indeed remarkable that this bridging is obtained by the addition of the B, which accounts for only 13 % of the overall energy involved in the experiment. The same lever effect is observed in the numerical simulations (Fig. 4(b)). It results in a decrease of the filament resistivity between $z_1 = 0.9$ m and $z_2 = 1.07$ m, which is proportional to $\int_{z_1}^{z_2} \frac{1}{\rho(z)}dz$: The co-filamentation reduces this resistivity by a factor 6, as compared to the independent propagation of the individual pulses, i.e. when they do not temporally overlap. Such situation contrasts with the concatenation of two plasma channels generated by two collinear 800 nm pulses of similar 4 mJ pulse energy [47]. In the latter case, an electrical connection is achieved between two filaments, but the end of the first filament is located very close to the onset of the second one.
The resulting doubling of the electrically connected plasma channel length therefore appears as a straightforward effect of the double available energy, rather than of a non-linear interaction between two co-filamenting pulses.

Partial temporal overlap results in intermediate results. The addition of \( R \) behaves as a supplementary energy reservoir [48] and yields an additional cross-Kerr focusing which shifts the onset of the \( B \) filaments toward the laser source. Reciprocally, \( B \) contributes to focusing \( R \), but its plasma also defocuses and absorbs \( R \). The outcome of these opposite effects depends on the sign of the delay between the pulses. If \( R \) is launched after \( B \), the plasma left behind by \( B \) tends to defocus the \( R \) pulse, so that the \( R \) filament starts later and has a lower plasma density. On the opposite, if \( R \) is launched before \( B \), the cross-Kerr focusing dominates. The resulting plasma channel is more intense and shifts upstream. Therefore, the plasma channel length, density and location can be controlled by adjusting the time delay between the two pulses.

To further demonstrate the contribution of the non-linear coupling between the co-filamenting pulses, we performed the same experiment with two pulses of orthogonal polarization. Such configuration resulted in a much weaker coupling than between pulses with parallel polarization. This weaker coupling stems from the fact that the non-diagonal terms of the third-order susceptibility \( \chi^{(3)} \) tensor amount to one third of the value of the diagonal ones. As a consequence, co-filamentation is much less efficient for pulses of orthogonal polarization, in contrast to the concatenation of plasma channels generated by two collinear 800 nm pulses [47], which is independent from the relative polarization of the two pulses [50]. The key role of non-linear coupling between the co-filamenting pulses is also demonstrated by the fact that the numerical simulations do not need to include two-color multiphoton ionization to reproduce the experimentally observed bridging of the plasma channels. On the other hand, setting the non-linear interaction term to zero in the simulations leads to the disappearance of the bridging (see dotted line in Fig. 4(b)).

The need for a non-linear coupling between the two co-filamenting pulses sets the upper limit to the non-ionized gaps that may be bridged by co-filamentation. Such coupling requires a simultaneous high intensity of both the \( R \) and \( B \) pulses, colocated in the non-ionized gap region. Therefore, gaps much longer than the length of the individual filaments will not be able to be bridged by co-filamentation.

### 3.3. Spatio-temporal dynamics of copropagation

To get a better insight on the physics of co-filamentation, we simulated the temporal and transverse intensity mappings, which exhibit rich spatio-temporal deformations in the course of this dual-color process. Figs. 5 and 6 display the \( R \) (resp. \( B \)) calculated intensity as a function of time and radial location, for several propagation distances. In both figures, the first column corresponds to the filamentation of a single color pulse, while the second shows the result of the co-filamentation process. The initial delay between the two pulses is set to 10 fs (i.e., the \( B \) precedes the \( R \) pulse by 10 fs). These simulations show in particular that the \( R \) filament diameter is larger than that of \( B \) (250 \( \mu m \) vs. 30 \( \mu m \)), so that the latter is submitted to cross-Kerr effect on a fraction of its cross-section only, while the full \( B \) filament is influenced by the \( R \) one. This difference in diameters therefore explains why \( R \) is more affected than \( B \) by co-filamentation, from the points of view of both the continuum spectrum and the plasma channels length and position.

The mechanism of co-filament-assisted spectral broadening of \( B \) is also well illustrated by the simulations. When the \( B \) intensity reaches the multiphoton ionization threshold, the \( R \) pulse core is both absorbed by multiphoton absorption and diffracted by the plasma. The cross-Kerr lens generated by the blue filament shifts the \( R \) focus upstream. Then \( (z = 96 \ cm) \), if \( R \) is not present, \( B \) filament intensity decreases because of both plasma absorption and group-velocity
Fig. 5. One- or two-color filamentation dynamic for the 400 nm (B) pulse. Left: B intensity for several distances when propagating alone. Right: B intensity for the same distances when the R filament copropagates.

dispersion. B then splits in the time domain [49] and its spectrum significantly broadens. Conversely, if the R pulse is present, the spiky blue pulse experiences more nonlinear phase shift due to the combined effects of XPM and the plasma blue shift, which broadens the spectrum. The shape of the resulting continuum depends on the delay between the two pulses and determines which of the spikes in the B pulse experiences the R-induced phase shift.

As could be expected from the width of the spectrum corresponding to the co-propagating pulses (Fig. 3), co-filamentation even leads to the formation of almost FCP (about 10 fs FWHM for both pulses, see Figs. 5 and 6 at z = 120 cm) without requiring the pulse post-processing which is usually needed when generating FCP by filamentation [14]. Moreover, in view of attosecond pulse generation, the simultaneous availability of both R and B FCP could help the generation of such XUV pulses.

Further optimization of the co-filamentation may be obtained in the future by investigating the effect of the gas type and pressure. Also, atmospheric applications can reasonably be envisioned since the filamentation conditions in Argon are, to the first order, comparable to those of air, and the pressure investigated in the present work, namely 2 bars, is of the same order of

---
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magnitude as the atmospheric pressure. However, if considering long-distance propagation and high-energy beams, the influence of the modulational instability of already multifilamenting beam onto the interaction between the two pulses will have to be investigated. The corresponding expectedly very rich physics is however beyond the scope of the present paper.

4. Conclusion

We investigated both experimentally and theoretically the two-color co-filamentation of ultrashort laser pulses at 400 nm (B) and 800 nm (R). Temporally overlapping the two pulses bridges their two filaments. It results in both a spectacular enhancement of the spectral broadening over two octaves, and a connected plasma more than 3 times longer than the initial ones. Moreover, the generation of twin almost-few-cycle pulses at both B and R could provide an elegant way to produce attosecond pulses generation without any post-processing such as chirp compensation or phase shaping. The pulses with extremely broad spectra could also be used for the coherent control of states spanning over a large energy interval[4]. The extended plasma channel length could also be useful for the control of high-voltage discharges and lightning [46].
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Abstract: We demonstrate that filaments generated by ultrashort laser pulses can induce a remarkably large birefringence in Argon over its whole length, resulting in an ultrafast “half-wave plate” for a copropagating probe beam. This birefringence originates from the difference between the nonlinear refractive indices induced by the filament on the axes parallel and orthogonal to its polarization. An angle of 45° between the filament and the probe polarizations allows the realization of ultrafast Kerr-gates, with a switching time ultimately limited by the duration of the filamenting pulse.
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1. Introduction

The propagation of laser filaments in gases is now well understood as a dynamic balance between Kerr self-focusing and defocusing on laser-generated plasma [1-5]. Filaments have been characterized in detail in many regards, in particular from the spectral, temporal and spatial point of view. They are able to deliver high intensities (several 10^13 W/cm^2) over distances far beyond the diffraction limit, therefore providing unique capabilities for applications like atmospheric remote sensing [6], lightning control [7] or few-cycle pulses generation [8, 9].

However, polarization has been left apart in the investigations to date, except for a few pioneering works [10-13] dealing with the influence of the incident polarization on the filament themselves. Studies of filament-induced changes in the refractive index of air have only considered long-lasting effects (nanoseconds to microseconds) of the plasma left behind the pulse [14, 15]. Self-induced birefringence has been observed to generate refractive index changes \( \Delta n \) in the 10^-5 range [16] for ultrashort lasers focused into gases. The resulting phase shift remains, however, marginal as diffraction restricts the effect to a Rayleigh length of about 100 \( \mu \)m around the beam waist position. In this Letter, we demonstrate that the unique interaction length and the high-intensity conveyed by laser filaments in a rare gas, namely Argon, are sufficient to induce a “half-wave plate” effect, rotating the incident linear polarization of a non-filamenting probe pulse by an arbitrarily selected angle.

2. Experimental setup and numerical methods

A sketch of the experiment is displayed in Fig. 1. Slightly chirped driving (800 nm, 1 mJ, 100 fs) and probe (400 nm, 1 \( \mu \)J, 100 fs) pulses, both linearly polarized and slightly focused \( (f = 1 \text{m}) \), propagate collinearly in an Argon-filled cell of 2 m length. While the driving pulse generates a single filament, the probe pulse propagates linearly in absence of the driving pulse. The relative delay between the two pulses can be adjusted by a delay line. The zero delay was determined using a sum-frequency autocorrelation. A zero-order half-wave plate is
used to set the input polarization of the driving pulse, taken as the reference ($\mathbf{x}$ axis, $\theta = 0^\circ$). At the output of the cell, the intensity of a small portion of the probe beam is selected by a pinhole (1 mm diameter) to avoid birefringence inhomogeneities related to the beam intensity transverse profile, and measured through a polarizer (Glan cube). The time-integrated signal, as a function of the polarizer orientation, bears both the ellipticity and the polarization axis of the output probe pulse. In particular, a linear polarization appears as a squared cosine function.

We also compare the experimental results with numerical simulations based on a 2D+1 model, where the scalar envelope $\varepsilon = \varepsilon(r, z, t)$, with cylindrical symmetry around the propagation axis, evolves according to the Non-Linear Schrödinger Equation (NLSE) as derived by Mlejnek et al. [17]:

$$\frac{\partial \varepsilon}{\partial t} + \Delta^2 \varepsilon - \frac{ik_n}{2} \frac{\partial^2 \varepsilon}{\partial t^2} + \frac{ik_0 n_2}{n_0} |\varepsilon|^2 \varepsilon - \frac{ik}{2n^2 \rho} \rho \varepsilon - \frac{\beta K}{2} |\varepsilon|^2 |\varepsilon|^2 \varepsilon$$

(1)

where $t$ refers to the retarded time in the reference frame $t \rightarrow t - z/v_g$ of the pulse with $v_g$ corresponding to the group velocity of the carrier envelope. The terms on the right-hand side of the equation account for spatial diffraction, second order dispersion, instantaneous Kerr effect, plasma defocusing through refraction, absorption, and losses due to multiphoton absorption, respectively. $\rho = \omega_0 m_e e_0/e^2$ corresponds to the critical plasma density above which the plasma becomes opaque ($1.7 \times 10^{13}$ cm$^{-2}$ at 800 nm). In addition, the constant $\sigma = ke^2/\omega m_e e_0 (1 + \omega^2 \tau^2)$ represents the cross-section for electron-neutral inverse Bremsstrahlung ($\tau$ is the electron-atom relaxation time constant) and $\beta K$ corresponds to the coefficient of multiphoton absorption, $K$ being the minimal number of photons necessary to ionize the medium, Argon in our case. $\beta K$ is expressed as $\beta K = \hbar K \rho_p \sigma_K$, where $\rho_p$ is the Argon density, $n_2$ is the non-linear refractive index of Argon (at 1 atm, $n_2 = 3.2 \times 10^{-19}$ cm$^2$/W at 800 nm and $n_2 = 4.9 \times 10^{-19}$ cm$^2$/W at 400 nm) and $\sigma_K$ is the multiphoton ionization cross-section. The dynamics of the electric field is coupled to the plasma density $\rho$ by the multiphoton ionization process. The Argon ionization follows the equation:
By numerically solving the NLSE with a Fourier Split-Step scheme in a fully implicit method [18] with input parameters corresponding to our experiment (\(E = 750 \mu \text{J}, \Delta t_{\text{FWHM}} = 30 \text{ fs}, \) and a residual chirp of 330 fs\(^2\)), we calculated the evolution of the pulse intensity profile as a function of propagation distance \(z\) for each considered Argon pressure.

3. Results and discussion

Fig. 2. Filament-induced birefringence leading to a half-wave plate behavior in 3-bar Argon. (a)-(b) Polar plot of the intensity transmitted as a function of the analyzing polarizer angle. For clarity, only half of the pattern is shown, the other half being given by symmetry. (a) Driving pulse (filament) polarization set at 0°. (b) Input (blue, -55°) and output (green, 57°) polarizations of the probe pulse. Co-propagation with the filament rotates the probe polarization by 112°. The squared \(\cos^2\) patterns are signatures for linearly polarized light (c) Experimental rotation of the probe polarization as a function of its initial value (green dots): The influence of the filament-induced effective \(\lambda_{\text{probe}}/2.1\) plate agrees remarkably well with the behavior of an ideal half-wave plate, displayed for reference (solid line).

Figure 2 illustrates the experimentally measured alteration of the probe beam polarization at the exit of the cell (filled with 3 bars Argon) when its initial polarization is set at -55° with respect to the driving beam polarization and the two pulses temporally overlap. After the interaction, the probe beam polarization remains highly linear with a contrast ratio \((I_{\text{max}} - I_{\text{min}})/(I_{\text{max}} + I_{\text{min}})\) as high as 98.4%, but rotated to 57±2°, symmetrical to the initial one with regard to that of the filamenting pump beam. This probe polarization flipping is the same as would be expected with a half-wave plate inserted in the probe beam path with its neutral axis at 0°. More precisely, the observed filament-induced birefringence corresponds to a \(\lambda_{\text{probe}}/2.1\) “waveplate”, i.e., the difference in the optical paths between the parallel and the perpendicular components of the probe beam amounts 1/2.1 optical cycle. Such a remarkably large dephasing therefore provides a way to tilt the linear polarization of an ultrashort laser
pulse by a controlled amount: The angle of rotation of the probe polarization is twice the angle that is initially set between the input probe pulse polarization and the driving beam polarization, which undergoes filamentation, as shown in Fig 2(c). Notice, in particular, that choosing a 45° angle between the polarizations of the driving and probe beams flips the probe polarization by 90° at the cell exit. Setting the polarizer perpendicular to the initial probe polarization allows then to switch the probe beam intensity on and off.

The polarization of the probe pulse is only affected within a short range of time delays between the two pulses (200 fs), corresponding to the measured cross-correlation between the pump undergoing filamentation and the probe beam. The effect is maximum when the two pulses temporally overlap. This observation is consistent with the fact that the optical Kerr effect in a monoatomic rare gas like Argon is instantaneous. The duration of the observed “filament-induced Kerr gate” is thus fully controlled by that of the driving laser pulse. Further experiments using few-cycle pulses as driving lasers could therefore lead to optical gates with unprecedented time resolution.

The mechanism of the observed filament-induced birefringence can be explained by the difference in the non-linear refractive indices generated by the driving laser pulse along its polarization axis and the orthogonal axis, respectively. More precisely, the driving field $E_{\text{filament}}$, polarized along the $x$-axis (therefore implying $E_{\text{filament},y} = 0$), induces a symmetry breaking in the optical response of the isotropic Argon gas. The non-linear Kerr polarizations of the probe beam along $x$ and $y$ respectively read [19]:

$$P_{\text{XPM},x} = \frac{3\varepsilon_0}{2} \chi^{(3)}_{x} |E_x|^2 E_{\text{probe}}$$

$$P_{\text{XPM},y} = \frac{3\varepsilon_0}{2} \chi^{(3)}_{yy} |E_y|^2 E_{\text{probe}}$$

where XPM stands for the probe Cross-Phase Modulation induced by the filamenting pulse, and the non-linear elements $\chi^{(3)}_{ijkl} = \chi^{(3)}_{ijkl}(\lambda_{\text{probe}}, \lambda_{\text{pump}}, -\lambda_{\text{pump}})$ are related to the considered cross-Kerr process. All the other non-linear Kerr polarization terms are negligible here, as the ratio of the probe and driving beam energies is $10^{-3}$. As the dominant contribution to the $\chi^{(3)}$ tensor in atomic gases like Argon is governed by the electronic cloud response (i.e. by the atomic nonlinear polarizability), and since the filament and probe frequencies are far from any resonant transition of Argon, we can consider that $\chi^{(3)}_{x} = 3\chi^{(3)}_{y}$ [19]. As a consequence, the filament-induced birefringence is:

$$\Delta n_{\text{XPM}} = \frac{1}{2n_0} \left( \frac{3}{2} \text{Re} \left( \chi^{(3)}_{x} - \chi^{(3)}_{y} \right) \right) |E_x|^2 = n_{\text{XPM}}^{\text{filament}} I_{\text{filament}}$$

with

$$n_{\text{XPM}}^{\text{filament}} = \text{Re} \left( \chi^{(3)}_{x} \right) / \left( n^2 \varepsilon_0 c \right) = 4n_2 / 3$$

Here, $n_{\text{XPM}}^{\text{filament}}$ is the XPM non-linear refractive index of Argon, $I_{\text{filament}}$ the intensity within the filament, $n_0 = 1.0003$ the linear refractive index of Argon at the probe frequency for experimental pressures at room temperature, $\varepsilon_0$ the vacuum permittivity and $c$ the speed of light in vacuum. $n_2$ is the “usual” non-linear refractive index as used e.g. in Eq. (1). Integrated over the whole interaction length, this birefringence induces a dephasing between the probe beam components along the fast and slow polarization axes of:

$$\Delta \phi_{\text{XPM}} = 2\pi \int \Delta n_{\text{XPM}}^{\text{probe}} dz / \lambda_{\text{probe}} = 2\pi n_{\text{XPM}}^{\text{filament}} \int I_{\text{filament}}(z) dz / \lambda_{\text{probe}}$$
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As is usual in filamentation models, the third-order susceptibility of the plasma (ions and electrons) is not taken into account, because (i) electrons only have a significant contribution in the relativistic regime [20] and (ii) the small relative abundance of ions relative to neutral molecules (typically $10^{-4}$ [21]) and the fact that their third-order susceptibility is smaller than that of neutrals and does not deviate by more than one order of magnitude [20] prevents them from having any measurable contribution.

$\Delta \phi^{\text{probe}}_{\text{XPM}}$ varies with the nonlinear refractive index $n^{\text{XPM}}$, and hence, with the Argon pressure in the cell at a fixed temperature. The measured birefringence at different Argon pressures is presented in Fig. 3 and Fig. 4. As described above, a pressure close to 3 bars (precisely 3.3±0.2 bars) permits to generate an ideal half-wave plate. For lower pressures, an elliptic polarization is observed. A fit of the angular pattern of the output polarization (Figs. 3(b)-3(d)) yields a contrast ratio of 67.7% at 1 bar, 39.5% at 2 bar and 98.4% at 3 bar, as well as the orientation of their ellipticity main axis, which amounts to $-51\pm3^\circ$, $71\pm5^\circ$ and $57\pm2^\circ$ respectively. This elliptical polarization is the signature for a smaller dephasing $\Delta \phi^{\text{probe}}_{\text{XPM}}$, corresponding to $\lambda_{\text{probe}}/8.3$ at 1 bar and $\lambda_{\text{probe}}/3.4$ at 2 bar, respectively, Fig. 5(a).

![Fig. 3. Pressure dependence of the filament-induced birefringence. (a). Input probe polarization; (b)-(d). Output probe beam polarization for 1, 2 and 3 bar respectively. The black solid lines are fits assuming elliptical polarizations.](image)

![Fig. 4. (1.3 MB) Movie of the pressure dependence of the output polarization diagram of a probe beam driven by an ultrashort laser filament. The movie displays, for each pressure, the simulated signal of the probe beam as a function of the orientation of a polarizer downstream of the interaction region between the drive and pump pulses.](image)

To gain more insight into the pressure dependence, we compared the experimental results with the output of the numerical simulations providing the longitudinal intensity profile at the different pressures, and thus the corresponding birefringence $\Delta \phi^{\text{probe}}_{\text{XPM}}$ through Eq. (5). This dephasing depends linearly on the Argon pressure, in excellent agreement with the experimental data (Fig. 5(a)) for a value of $n^{\text{XPM}}$ proportional to the Argon pressure and equal
to \(1.6 \times 10^{-20} \text{ cm}^2/\text{W}\) at 1 atm. This value lies below that expected from Eq. (6). Such underestimation is due to the fact that the calculations overestimate the pump intensity, because they consider that of the beam center while the actual intensity is lower in the beam region selected by the pinhole. Further work is required to provide a quantitative transverse profile of filament-induced birefringence and achieve a better quantitative agreement.

As can be seen on Fig. 5(b), our simulations show that higher pressures (i.e., higher \(n_2^{\text{SPM}}\) values) result in longer filaments with lower intensity clamping [21, 22]. These opposite effects roughly compensate each other when calculating the integral \(\int I_{\text{filament}}(z)dz\), so that the dephasing \(\phi_{\text{XPM}} = 2\pi n_2^{\text{XPM}} \int I_{\text{filament}}(z)dz/\lambda_{\text{probe}}\) varies like \(n_2^{\text{XPM}}\), i.e. with the Argon pressure.

As the dephasing depends monotonically on the pressure, any \(\phi_{\text{XPM}}\) value may be generated by choosing an adequate Argon pressure. For example, an interpolation of the experimental data presented in Fig. 5 suggests that an equivalent "\(\lambda/4\) plate" can be generated for 1.7\(\pm\)0.1 bar. Even further tuning of the birefringence could be obtained by a careful choice of the investigated position within the beam profile, because of the transverse intensity gradients which are expected to generate transverse birefringence variations.

**Conclusion**

In conclusion, we have demonstrated that laser-generated self-guided filaments can induce substantial birefringence in near-atmospheric pressure gases. An angle of 45° between the filament and the probe polarizations allows the realization of Kerr-gates, with an unprecedented switching time ultimately limited by the duration of the filamenting pulse. An optical ultrafast switch could even be initiated remotely by self-guided filaments in the atmosphere [6, 23-25], even in perturbed conditions [26-28], opening new perspectives for remote optical ultrafast data transmission and processing, e.g. remote ultrafast optical logical gates.
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Effects of atmospheric turbulence on remote optimal control experiments
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Distortions of ultrashort laser pulses propagating through turbulence are investigated both experimentally and numerically. As expected, a strong correlation is found between temporal distortions and local intensity on the speckle pattern. We suggest that the localization of distortions in low-intensity regions may favor remote control strategies based on nonlinear interactions with respect to those based on linear schemes. © 2008 American Institute of Physics.

ATMOSPHERIC APPLICATIONS OF ULTRASHORT LASERS HAVE RECENTLY EMERGED AS A NOVEL AND VERY ACTIVE FIELD OF RESEARCH. ON ONE SIDE, THE USE OF FILAMENTATION IN AIR AS COHERENT WHITE LIGHT SOURCE FOR LIGHT DETECTION AND RANGING OF ATMOSPHERIC SPECIES HAS BEEN PROVEN AS AN ATTRACTIVE METHOD. 1,2 ON THE OTHER SIDE, TIME-RESOLVED AND COHERENT WHITE LIGHT SOURCES FOR LIGHT DETECTION AND RANGING (LIDAR) HAVE RECENTLY EMERGED AS A NOVEL AND VERY ACTIVE FIELD OF RESEARCH. 7 NO DEMONSTRATION OF THE APPLICABILITY OF QUANTUM CONTROL OF MOLECULAR SPECIES AT A DISTANCE HAS BEEN REPORTED YET. AMONG THE PROCESSES THAT MAY AFFECT THE PROPAGATION OF AN ULTRASHORT LASER PULSE, THERMAL TURBULENCE IS LIKELY THE MOST EFFECTIVE IN PREVENTING REMOTE CONTROL TECHNIQUES. IN FACT, CONTRARY TO DISPERSION AND KERR-RELATED EFFECTS, DISTORTIONS INDUCED BY TURBULENCE CANNOT BE AVOIDED BY A SENSIBLE CHOICE OF THE PULSE CHARACTERISTICS, OR PRECOMPENSATED, 9,9 DUE TO THEIR RANDOM NATURE. POINTING VARIATION AND WAVEFRONT DISTORTIONS SPECKLES OF NANOSECOND OR CW LASER BEAMS INDUCED BY ATMOSPHERIC TURBULENCE HAVE BEEN EXTENSIVELY STUDIED. 10 IN THIS PAPER, WE INVESTIGATE BOTH EXPERIMENTALLY AND NUMERICALLY HOW TURBULENCE AFFECTS THE PROPERTIES OF LINEARLY PROPAGATING FEMTOSECOND LASER PULSES.

The measurements were carried out under stable environmental conditions (relative humidity ≈40%, temperature of 20 °C) with an amplified 1 kHz Ti:sapphire laser system delivering 2.5 mJ, 30 fs pulses with a beam diameter of ~12 mm at 1/e 2 and curvature radius R = ~15 m. After propagating over a distance of d 1 = 3.8 m, the beam goes across a highly turbulent region generated by the perpendicularly flows of a hot air blower (T = 500 °C with 500 l/min flux, output air velocity of 20 m/s, angular divergence of 20°). The perturbation intensity is controlled by varying the distance between the blower and the beam axis. The strength of the perturbation, represented by the structure parameter of the refractive index C 2 n, was determined by measuring the variance in pointing angle of a He–Ne laser collinear with the femtosecond beam. 11 The turbulence range achievable by the experiment [C 2 n = (7–15) × 10 −9 m −2/3] represents a very strong perturbation, a few orders of magnitude higher than those typically encountered in the atmosphere. 12 After passing through the turbulent region, the pulses propagate for an additional distance d 2 = 3.7 m before being characterized by a single shot autocorrelator (by sampling a 28 mm 2 portion in the center of the beam profile) or imaged by a digital charge coupled device camera equipped with a f = 105 mm objective (spatial resolution 150 μm/pixel, 10 ms exposure time). Alternatively, we characterized individual wavefront regions (0.25 mm 2) by frequency resolved optical gating (FROG) inserting in the beam path a random phase plate. This time-invariant perturbation allowed multishot acquisition. We measured by interferometry that the plate introduces an average phase difference of ~4π/3 among two points on the wavefront separated by 2 mm, an analogous estimate for a perturbation strength of C 2 n = 9.6 × 10 −10 m −2/3 gives ~2π/3.

To complement the experimental measurements, we numerically simulated the propagation of a linearly polarized Gaussian pulse centered at λ 0 = 800 nm with wavefront curvature and radii matching the experimental values. Every spectral component is first propagated in free space, supposed to be linear and homogeneous, along a distance d 1. Then, to simulate the passage through turbulence, we apply a phase screen generated according to the Kolmogorov theory 13 for the different C 2 n values. Finally, the pulse spectral components are propagated again in free space for an additional distance d 2.

As shown in Figs. 1(a) (experiment) and 1(b) (simulation), the beam profile is spatially distorted in a typical speckle pattern as a result of the propagation through turbulence. The experimental and simulated wavefronts bear a strong resemblance, especially considering that the former is the superposition of ten successive laser shots. The strongly inhomogeneous distribution of intensity, ranging from 10 −3 to 2 times that of the unperturbed wavefront, results from the superposition of the multiple interferences among beam portions experiencing different phase shifts through turbulence repeated at each wavelength in the bandwidth. 14 Beside spatial distortions, we investigated also global temporal modifications, as reported in Fig. 1(c). Pulse autocorrelation widths averaged over 50 independent laser shots show a clear increase with turbulence strength. The experimental datapoints (squares) are normalized by the duration of a pulse propagating the same distance in the unperturbed laboratory atmo-

aElectronic mail: luigi.bonacina@physics.unige.ch.
bAlso at Université Lyon 1, CNRS, LASIM UMR 5579, 43 bd du 11 Novembre, 69622 Villeurbanne Cedex, France.
sphere, $\Delta \tau_{\text{temp}}$. Note that this duration does not correspond to that of a Fourier limited pulse. We derived from the simulation a comparable quantity by calculating the average of the temporal second moment of different beam portions normalized by the unperturbed value (circles). Note that, even in the presence of strong perturbations, the average relative variation $\Delta \tau/\Delta \tau_{\text{temp}}$ does not exceed 15%. The quantitative agreement between experiment and calculation over the whole range of turbulence strengths investigated, authorizes to extend the simulations to the $C_n^2=(2-7) \times 10^{-9} \text{ m}^{-2/3}$ range, which was not accessible in the experiment.

Figs. 1(d) and 1(e) compare the results of experiment and simulation by plotting the relative distortion of pulse duration as a function of the local wavefront intensity. The observed temporal distortions are strongly correlated with intensity, evidencing that the major deviations from the unperturbed case are concentrated in weak intensity regions. Pulse duration converges to the unperturbed one ($\Delta \tau/\Delta \tau_{\text{temp}} = 1$) as intensity increases.

We can gather more insight by investigating locally the spectral and temporal characteristics of regions of different intensities on the beam profile. As mentioned above, these measurements required the use of a random phase plate, which entails a much higher distortion than that generated by the hot air blow. In Fig. 2, we report two illustrative experimental temporal $[I(t)]$ and spectral $[I(\lambda)]$ profiles retrieved by inverting multi-shots FROG measurements from regions of different intensities: high [a], (c)] and low [(b), (d)]. Similarly, Fig. 3 displays characteristic examples of simulated $I(t)$, $I(\lambda)$, and Wigner plot of strong [(a), (c), and (e)] and of weak [(b), (d), and (f)] intensity regions. The inspection of these traces further confirms the strong correlation between local intensity and pulse distortions. In low-intensity regions, the existence of substructures in the temporal profiles and major spectral alterations is clearly apparent from the plots. Conversely, for high intensities, little or no distortions are present and the traces almost perfectly overlap with those calculated for a pulse propagating in the absence of turbulence (dotted lines). Simulation allowed us to determine that in the intense spots, the effect of multiple interferences accounts for minor amplitude deviations in both $I(t)$ and $I(\lambda)$, not exceeding a few percent fraction of the relative intensity. These observations altogether are consistent with a scenario where interferences act similarly at all wavelengths: in a defined portion of the beam profile, the spectral components experience a similar phase shift when passing through turbulence. Such a condition holds exclusively because of the narrow bandwidth of the femtosecond laser pulse (35 nm) as compared with the wavelength dependence of the index of refraction of air, $n_{\text{air}}$.

By integrating $I(t)$ across the beam profile, we conclude that the overall pulse duration is only slightly affected by turbulence: 6% on the temporal second moment with respect to the unperturbed situation for $C_n^2=9.6 \times 10^{-10} \text{ m}^{-2/3}$. This $C_n^2$ value is four orders of magnitude higher than typical atmospheric conditions. In the approximation of constant tur-

![Fig. 1](image1.png)

**Fig. 1.** (a) Experimental and (b) simulated beam profile. Arrows indicate the (1) strong and (2) weak intensity spots. In the insets, the beam profiles in absence of artificial turbulence. (c) Pulse duration normalized to that of a pulse propagating the same distance in absence of turbulence as a function of turbulence strength, from experiment (□) and simulation (●). Relative pulse duration as a function of pulse intensity at fixed $C_n^2=9.6 \times 10^{-10} \text{ m}^{-2/3}$ from experiment (D) and simulation (E).

![Fig. 2](image2.png)

**Fig. 2.** Solid lines: experimental $I(\lambda)$ and $I(t)$ retrieved inverting the multi shot FROG measurement of [(a) and (c)] high and [(b) and (d)] weak intensity spots on the wavefront. Dotted lines: corresponding traces for a pulse propagating without turbulence over the same distance.

![Fig. 3](image3.png)

**Fig. 3.** [(a) and (b)] Simulated $I(\lambda)$, [(c) and (d)] $I(t)$, and [(e) and (f)] Wigner representation of the pulse characteristics in the high (left column) and low (right column) intensity spots on the beam profiles indicated by arrows 1 and 2 in Fig. 1(b).
bulence over the propagation length,\textsuperscript{15} using a standard value\textsuperscript{12} for strong atmospheric turbulence ($C_{n}^{2} = 2.5 \times 10^{-13} \text{m}^{-2/3}$), we can extrapolate that comparable pulse distortions should appear after kilometric propagation. However, the strong assumptions prevent a more quantitative estimation.

To conclude, the effect of atmospheric turbulence on linearly propagating femtosecond laser pulses can be simply treated as the superposition of interferences independently acting on the components of the pulse spectrum. Bright spots on the wavefront correspond to weakly perturbed regions, which essentially maintain the spectral and temporal properties of the original pulse. The degree of alteration anticipated for actual atmospheric propagation (<6\%) does not constitute an overwhelming limitation but it is a factor to take into account to design robust remote control applications. A partial compensation to the effects of turbulence can be achieved by adopting control strategies based on multiple-photon interactions, as nonlinear power dependence limits higher order interactions within intense beam regions, where the original spectral and temporal pulse features are conserved. In analogy with what is currently done in astronomy,\textsuperscript{16} one can also envisage to use adaptive optical components to realize real-time wavefront correction; taking into consideration the weak spectral dependence over pulse bandwidth of $n_{\text{air}}$, we suggest that this way not only spatial but also temporal distortions of femtosecond pulses can be actively compensated for.

Our work was supported by the Swiss NSF (Contract No. 200021-111688) and Swiss SER in the framework of COST P18 and Boninchi Foundation, Geneva. We thank Amplitude Technology for the autocorrelator and S. Waldis for the phase-plate characterization.
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Abstract—We demonstrate that a driving ultrashort laser pulse undergoing filamentation can induce a remarkably large birefringence in Argon, resulting in an ultrafast “half-wave plate” for a copropagating non-filamenting probe beam. Such femtosecond birefringence, which originates from the difference between the nonlinear refractive indices induced by the filament on the axes parallel and orthogonal to its own polarization, opens the way to potential ultrafast Kerr-gates whose ultimate time-duration is only restricted by the duration of the driving pulse. We also show that the induced birefringence is transversely inhomogeneous, resulting from to the intensity profile of the driving pulse.
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1. INTRODUCTION

The propagation of laser beams undergoing filamentation in gases is now a well understood process, resulting from a dynamical balance between Kerr self-focusing and defocusing on laser-generated plasma [1–5]. Detailed characterizations have been performed on the spectral, temporal and spatial behavior of filaments. These light structures provide unique capabilities for applications like atmospheric remote sensing [6], lightning control [5, 7], few-cycle pulses generation [8–10], as they can deliver high intensities (several 10¹³ W/cm²) over distances far beyond the usual diffraction limit.

Up to now, polarization has been somehow left apart in investigations to date. A few pioneering works studied the influence of the incident polarization on the filament themselves [11–14]. Filament-induced changes in the refractive index of air have only been considered for long-lasting effects (nanoseconds to microseconds) of the plasma left behind the pulse [15, 16]. Even if self-induced birefringence has been observed to generate refractive index changes Δn in the 10⁻⁵ range for ultrashort lasers focused into gases [17], the resulting phase shift remains marginal as diffraction restricts the effect to a Rayleigh length of about 100 μm around the beam waist position.

In this paper, we demonstrate that the unique interaction length and the high-intensity conveyed by laser filaments in a rare gas, Argon here, can induce a “half-wave plate” effect, providing the ability to rotate the incident linear polarization of a non-filamenting probe pulse by an arbitrarily chosen angle. We also show that the transverse intensity distribution of the filamenting beam leads to an inhomogeneous birefringence across the probe beam profile. Consequently, the femtosecond birefringence profile presents an inhomogeneous transverse distribution within the probe profile. Such consideration could be an appropriate method for non-destructive measurement of the distribution of the longitudinally-integrated intensity profile of the filament.

2. EXPERIMENTAL SETUP

The experimental setup has been described in detail in [18] (Fig. 1). A Ti:Sa amplifier system associated with a delay line and a BBO doubling crystal delivers two slightly chirped pulses, respectively red (800 nm, 1 mJ, 100 fs) and blue (400 nm, 1 μJ, 100 fs), with a tunable time delay. The red pulse polarization is rotated by a zero-order waveplate (WP), and its orientation is taken as reference (x axis, θ = 0°). The two beams are slightly focused by a 1 m focal lens in a 2 m long cell filled with tunable pressure Argon.

The driving (red) pulse generates a single filament, whereas the probe (blue) pulse propagates linearly in absence of the driving pulse. We measured the time-integrated probe intensity of each pulse as a function of the output polarizer orientation, for chosen positions in the beam profile. Using this technique, a linear polarization appears as a squared cosine function, as described in Figs. 2a and 2b. We used a 0.5 nm resolution monochromator to discriminate between the two pulses.

We also compared the experimental results with numerical simulations based on a 2D + 1 model, as described in detail before [18–20]. We considered pump input parameters corresponding to our experiment (i.e., an energy E = 750 μJ, a Fourier-limited pulse duration ΔFWHM = 30 fs, and a residual chirp of...
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330 fs²), and we calculated the evolution of the pump pulse intensity profile as a function of propagation distance \( z \) for each considered Argon pressure.

3. FILAMENT-INDUCED ULTRAFAST HALF-WAVE PLATE

Figure 2 illustrates the experimentally measured modification of the probe beam polarization at the exit of the cell (filled with a 3 bar Argon pressure) when its initial polarization is set at \( \alpha_{\text{input}} = -55^\circ \) with respect to the driving beam polarization and the two pulses temporally overlap. After the interaction, the probe beam polarization remains highly linear with a contrast ratio \( I_{\text{max}} / I_{\text{min}} \) as high as 98.4%, but rotated to \( \alpha_{\text{output}} = 57 \pm 2^\circ \), symmetrical to the initial one with regard to that of the filamenting pump beam. This probe polarization flipping is the same as would be obtained with a half-wave plate inserted in the probe beam path with its neutral axis at 0°. More precisely, the observed filament-induced birefringence corresponds to a \( \lambda_{\text{probe}}/2.1 \) “waveplate,” i.e., the difference in the optical paths between the parallel and the perpendicular components of the probe beam amounts 1/2.1 optical cycle at 400 nm. Such a remarkably large dephasing provides a way to tilt the linear polarization of an ultrashort laser pulse by a controlled amount: the angle of rotation of the probe polarization is twice the angle that is initially set between the input probe pulse polarization and the filamenting pump pulse polarization. In particular, choosing a 45° angle between the polarizations of the driving and probe beams flips the probe polarization by 90° at the cell exit. Setting the polarizer perpendicular to the initial probe polarization allows then to switch the probe beam intensity on and off by switching the driving pulse on and off.

As shown in Fig. 3, this polarization switching critically depends on the time delay between the two pulses (200 fs), corresponding to the measured cross-correlation between the pump undergoing filamentation and the probe beam. Moreover, the birefringence dependence with the delay is symmetric with respect to time reversal, which is consistent with the fact that the optical Kerr effect in a monoatomic rare gas like Argon is instantaneous. The duration of the observed “filament-induced Kerr gate” is thus fully controlled by that of the driving laser pulse. Using few-cycle pulses as driving lasers could therefore lead to optical gates with unprecedented time resolution (Fig. 4). Such gates could convert information encoded in the temporal intensity profile of the driving pulse into the temporal polarization profile of the probe beam [21].

4. THEORETICAL DESCRIPTION

The mechanism of the observed filament-induced birefringence can be explained by the difference in the nonlinear refractive indices generated by the driving laser pulse along its polarization axis and the orthogon-

![Fig. 1. Experimental setup. DCM: Dichroic mirror. HWP: half-wave plate. The linear polarization of the red pulse (800 nm) is set relative to that of the blue pulse (400 nm) before their interaction in the Argon cell. These copropagating beams are separated by a spectrometer their polarization is analyzed by rotating a Glan cube. Diaphragm is shortly open for the experiments described in Sections 3 and 5, and fully open for Section 6 [18].](image1)

![Fig. 2. Polar plot of the intensity transmitted as a function of the analyzing polarizer angle, for a 3 bar Argon pressure. For clarity, only half of the pattern is shown, the other half being given by symmetry. (a) Driving pulse (filament) polarization set at 0°. (b) Input (blue, \( \alpha_{\text{input}} = -55^\circ \)) and output (green, \( \alpha_{\text{output}} = 57^\circ \)) polarizations of the probe pulse. Co-propagation with the filament flips the probe polarization to an axis symmetrically around the driving pulse polarization. The squared cosine patterns are signatures for linearly polarized light [18].](image2)
More precisely, the driving field $E_{\text{filament}}$, polarized along the $x$-axis (therefore implying $E_y = 0$), induces a symmetry breaking in the optical response of the isotropic Argon gas. The nonlinear Kerr polarizations of the probe beam along $x$ and $y$ respectively read [22]:

$$P_{\text{XMP}, x}^{\text{probe}} = \frac{3\varepsilon_0}{2}\chi^{(3)}_{xxx} |E_{\text{filament}}|^2 |E_{\text{probe}}|^2,$$  

(1)$$P_{\text{XMP}, y}^{\text{probe}} = \frac{3\varepsilon_0}{2}\chi^{(3)}_{yxx} |E_{\text{filament}}|^2 |E_{\text{probe}}|^2,$$  

(2)

where XPM stands for the probe Cross-Phase Modulation induced by the filamenting pulse, and the nonlinear elements $\chi^{(3)}_{ijkl} = \chi^{(3)}_{ijkl}(\lambda_{\text{probe}}, \lambda_{\text{pump}}, -\lambda_{\text{pump}})$ are related to the considered cross-Kerr process. All the other nonlinear Kerr polarization terms are negligible here, as the ratio of the probe and driving beam energies is $10^{-3}$. The dominant contribution to the $\chi^{(3)}$ tensor in atomic rare gases, like Argon, is governed by the electronic cloud response (i.e., by the atomic nonlinear polarizability). The plasma contribution to $\chi^{(3)}$ is neglected because of the relatively low concentration of ions with respect to neutral molecules (typically $10^{-4}$ [23]), and because free electrons only have a significant contribution in the relativistic regime [24]. Since the filament and probe frequencies are far from any resonant transition in the case of Argon, we can consider that $\chi^{(3)}_{xxx} = 3\chi^{(3)}_{yxx}$ [22]. As a consequence, the filament-induced birefringence is:

$$\Delta n_{\text{XPM}}^{\text{probe}} = \frac{1}{2n_0}\left(\frac{3}{2}\text{Re}(\chi^{(3)}_{xxx} - \chi^{(3)}_{yxy})\right)|E_{\text{filament}}|^2,$$  

(3)

with

$$n_2^{\text{XPM}} = \text{Re}(\chi^{(3)}_{xxx})/(n_0^2\varepsilon_0 c) = 4n_2/3.$$  

(4)

Here, $n_2^{\text{XPM}}$ is the XPM nonlinear refractive index of Argon, $n_{\text{filament}}$ the intensity within the filament, $n_0 = 1.0003$ the linear refractive index of Argon at the probe frequency for experimental pressures at room temperature, $\varepsilon_0$ the vacuum permittivity and $c$ the speed of light in vacuum, $n_2$ is the “usual” nonlinear refractive index as defined, e.g., in [2–5]. Integrated over the whole interaction length, this birefringence induces a dephas-
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5. PRESSURE DEPENDENCE OF INDUCED BIREFRINGENCE

The filamented-induced dephasing \( \Delta \varphi_{XPM} \) varies with the nonlinear refractive index \( n_{2XPM} \), and hence, with the Argon pressure in the cell at a fixed temperature at 21°. The measured birefringence at different Argon pressures is presented in Fig. 5. A pressure close to 3 bar (precisely 3.3 ± 0.2 bar) permits to generate an ideal half-wave plate. For lower pressures, an elliptical polarization is observed. A fit of the angular pattern of the output polarization (Figs. 5b–5d) yields a contrast ratio of 67.7% at 1 bar, 39.5% at 2 bar and 98.4% at 3 bar, respectively. This elliptical polarization is the signature for a smaller dephasing \( \Delta \varphi_{XPM} \), corresponding to \( \lambda_{XPM}/8.3 \) at 1 bar and \( \lambda_{XPM}/3.4 \) at 2 bar, respectively, Fig. 5a.

To gain more insight into the pressure dependence, we compared the experimental results with the output of the numerical simulations providing the longitudinal intensity profile at the different pressures, and thus the corresponding birefringence \( \Delta n_{XPM} \) through Eq. (3). This dephasing depends linearly on the Argon pressure, in excellent agreement with the experimental data (Fig. 6a) for a value of \( n_{2XPM} \) proportional to the Argon pressure and equal to \( 1.6 \times 10^{-20} \) cm²/W at 1 atm. This value lies below that expected from Eq. (4). Such underestimation is due to the fact that the calculations overestimate the pump intensity, because simulations consider that of the beam center while the actual measurement is integrated over 1 mm diameter. Moreover, the temporal walk-off of both pulses due to group-velocity dispersion in Argon is not taken into account in our calculations. Further work is required to provide quantitative transverse and temporal profiles of filament-induced birefringence, and achieve a better quantitative agreement.
Fig. 7. Inhomogeneous distribution of the filament-induced ultrafast birefringence resulting from the profile of the pump intensity. (a) Intensity profile of the homogeneously polarized input probe beam. (b) Both points A and B exhibit the same linear polarization. (c) Output probe beam intensity distribution measured through a polarizer orthogonal to the incident probe polarization. The inhomogeneous pump intensity profile is transferred to the pump polarization. As a result, the angular polarization distributions at points A and B are different: \( \alpha_{\text{output}}(A) = +60^\circ \) and \( \alpha_{\text{output}}(B) = +90^\circ \), respectively [21].

As can be seen on Fig. 6b, our simulations show that higher pressures (i.e., higher \( n_2^{\text{XPM}} \) values) result in longer filaments with lower intensity clamping [24, 25]. These opposite effects roughly compensate each other when calculating the integral \( \int I_{\text{filament}}(z)dz \), so that the dephasing \( \Delta \phi_{\text{probe}} = 2\pi n_{\text{XPM}} \int I_{\text{filament}}(z)dz / \lambda_{\text{probe}} \) varies like \( n_2^{\text{XPM}} \), i.e., with a linear dependence with Argon pressure.

As the filament-induced dephasing depends monotonically on pressure, any \( \Delta \phi_{\text{probe}}^{\text{XPM}} \) value may be generated by choosing an adequate Argon pressure. For example, an interpolation of the experimental data presented in Fig. 6 suggests that an equivalent “\( \lambda/4 \) plate” can be generated for 1.7 ± 0.1 bar.

6. TRANSVERSE DISTRIBUTION OF INDUCED BIREFRINGENCE

The filament-induced dephasing \( \Delta \phi_{\text{probe}}^{\text{XPM}} \) given in Eq. (5) results from the integration of the filament intensity over its whole copropagation with the probe beam. Since the intensity profile of the filamenting beam is far from homogeneous, \( \Delta \phi_{\text{XPM}} \) also exhibits a transverse distribution, which will be transferred onto the probe polarization profile, as displayed in Fig. 7 for a 3 bar Argon pressure. In order to illustrate such modification of the probe polarization distribution, we selected two distinct points of the probe transverse profile, noted A and B on Fig. 7: while they have the same linear polarization before the interaction with the filament (Fig. 7c), they bear different elliptical polarizations after copropagation (Figs. 7d, 7e). Their contrast ratio are equivalent around 67%, but their main axes have different orientations with respect to the direction of the filamenting pulse polarization (\( \alpha_{\text{output}}(A) = +60^\circ \) and \( \alpha_{\text{output}}(B) = +90^\circ \), respectively, while \( \alpha_{\text{input}}(A) = \alpha_{\text{input}}(B) = \alpha_{\text{input}} = -45^\circ \)). This transverse distribution of the induced birefringence bears valuable information about the transverse intensity distribution in the filament, although this information is integrated over the whole co-propagation distance. Further investigations are to be performed to quantitatively describe the complete filament-induced birefringence pattern distribution.

7. CONCLUSIONS

In conclusion, we have demonstrated that laser-generated self-guided filaments can induce significant birefringence in near-atmospheric pressure gases. An angle of 45° between the filament and the probe polarizations allows the realization of Kerr-gates, with an unprecedented switching time ultimately limited by the duration of the filamenting pulse. An optical ultrafast switch could even be initiated remotely by self-guided filaments in the atmosphere [6, 26–28], even in perturbed conditions [29–31], opening new perspectives for...
remote optical ultrafast data transmission and processing, e.g., remote ultrafast optical logical gates.

Moreover, we have shown that the transverse probe polarization distribution, which originates from the transverse intensity profile of the filament, is transferred onto the transverse probe beam polarization distribution, as a result of the transverse distribution of the Kerr-induced birefringence. The resulting polarization map can be used as a diagnostics to analyze the filament internal structure and intensity profile.
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Abstract We propose the impingement of non-uniform wavefront curvature as a simple way to improve the longitudinal homogeneity of the plasma density along filaments generated by ultrashort laser pulses. We characterize multiple filamentation of a multiterawatt beam with different wavefront curvatures applied to specific regions in the transverse beam profile. In adequate conditions, the filamenting region is more homogeneously ionized, in the longitudinal direction, than in the case of uniform focusing. Moreover, the ionization maximum is located between the middle and the two thirds of the filaments in all investigated chirps and focus configurations.

PACS 42.65.Jx · 42.65.Re · 52.38.Hb

1 Introduction

There is great interest in the filamentation of ultra-intense femtosecond laser pulses propagating in the atmosphere [1–5] and its potential applications [5, 6], such as lightning control [7, 8], pulse self-compression [9, 10], remote laser-induced breakdown spectroscopy (LIBS) [11, 12], or remote sensing [13–15]. Filamentation arises from a dynamic balance between Kerr self-focusing and defocusing by the laser-generated plasma in the propagation medium. When the beam power exceeds the critical power for filamentation ($P_{cr} \approx 3$ GW in air at 800 nm), multiple filaments are generated at distances up to some kilometers away from the laser source [16] and can propagate over hundreds of meters [17]. Extensive efforts have been dedicated to the control of filamentation, in particular in view of increasing the filamentation length, distance, and the ionization efficiency within them, as is required for most of the above-cited applications. Several parameters have been investigated, including the pulse chirp, expanding and focusing the beam by a telescope [18], the pulse energy [19], beam ellipticity [20] and astigmatism [21], polarization [22], pulse shaping [23] or wavefront control using a deformable mirror [24], a pinhole [25] or a mesh [26]. In this paper, we propose non-uniform focusing of the beam as a simple way to improve the longitudinal homogeneity of long filaments. We show that the filamentation from transverse beam regions with different wavefront curvatures can interact and sustain each other, resulting in adequate conditions in long filaments with a longitudinally more homogeneous ionization than would be obtained with uniform beam focusing.

2 Experimental setup

The experiments were conducted with the Teramobile system [18] emitting 300 mJ pulses centered at 800 nm. We investigated positively and negatively chirped pulses, respectively anticompensating and compensating group velocity
The typical second-order dispersion (GVD) in air. The typical second-order dispersion terms up to \( k'' = 2 \times 10^4 \text{ fs}^2 \) yield durations ranging from 100 to 460 fs. These values, respectively, correspond to 190 to 1000 \( P_e \) for 260–300 mJ energy per pulse. An all-reflective telescope of adjustable focus expanded the beam diameter to 15 cm at \( 1/e^2 \) and allowed to adjust its focusing before transmitting it horizontally into 130 m of free atmosphere. Two geometries were investigated. In the first one, one side of the beam was focused by a semi-circular lens of focal length \( f_{1/2} = 35 \text{ m} \). In the second one, the central portion of the beam was focused by a \( f_c = 30 \) or \( f_c = 40 \text{ m} \) lens of 5 cm diameter, typically enclosing 20% of the beam energy for an assumed Gaussian profile. The average intensity of the beam region concerned by the central lens was twice that of the beam edge. In both cases, the lens was inserted at the output of the expanding telescope. The other side (respectively, the outer ring) of the beam profile was left unaffected, i.e., it was governed only by diffraction and the focus \( f_T \) of the expanding telescope. Filamentation in each condition was characterized by the cracking noise of the beam on a paper screen [27]. This criterion is representative of the ionization density which is a highly relevant parameter in view of lightning control applications. It is more demanding than, e.g., the observation of bright hot spots in the beam profile, so that the filament lengths given below may appear underestimated as compared with other works [28]. In each condition, the begin and end position of the filamenting region were recorded, as well as the position of the most intense sound emission on the target, which is representative of the highest plasma density.

### 3 Results and discussions

Figure 1 displays, as a reference, the typical extension of the filamenting region generated by the beam of uniform wavefront curvature, with three foci (\( f_T = 30, 40 \) and \( 150 \text{ m} \), respectively) of the emitting telescope, and several chirps. As is well known [18], the location of the filamentation onset depends on the initial chirp value through both the compensation of group-velocity dispersion (GVD) and the initial peak power. It is also constrained by the geometrical term arising from the emitting telescope. Stronger focusing results in less chirp dependence because it corresponds to a higher relative contribution of the geometrical term in the Marburger formula [29]. More focused beams also generate a shorter filament bundle. Moreover, the geometrical focus of the emitting telescope defines the location of the highest plasma concentration within a few meters. The almost parallel beam (\( f_T = 150 \text{ m} \)) generates a longer filamenting region, which is limited by the available propagation field. Therefore, in the following, we mainly focus on the situation where \( f_T = 40 \text{ m} \), where the effect of non-uniform wavefront curvature is more likely to be significant.

![Fig. 1 Filamentation range and position of strongest ionization of the full beam (\( E = 300 \text{ mJ} \)) as a function of chirp and initial focusing. Positive and negative chirps, respectively, correspond to the anticompen- sation and compensation of the group velocity dispersion of air](image)

The effect of focusing (\( f_{1/2} = 35 \text{ m} \)) one side of the beam superimposed over the uniform focusing by the emitting telescope (\( f_T = 40 \text{ m} \)), for 260 mJ pulses, is shown in Fig. 2. The observation of the beam profile (see the inset in Fig. 2) in the filamenting region permits to unambiguously assign each filament to a given half of the beam. Surprisingly, the sharp phase jump induced by the edge of the semi-circular lens along the beam diameter does not couple the two beam sides through diffraction, nor generates a line of filament at the border between the two wavefront curvature domains. The side that is only focused by the emitting telescope generates a shorter filament bundle than the whole beam with the same wavefront curvature and energy (260 mJ), as plotted in the upper part of the figure. This reduced length is due to the fact that it only carries half of the total beam energy. The position of the ionization maximum, however, is very little affected, and lies shortly after the middle of the filamenting region. This observation confirms that the location of the highest plasma density is mainly governed by geometrical focusing considerations rather than by self-focusing. The beam side with the supplementary focusing generates an even shorter filament bundle, with a shorter self-focusing distance. Depending on the chirp, these two filamenting regions can overlap, providing a long ionized region. Moreover, since the filament bundle is focused, it converges towards the center of the beam. Therefore, filaments from both beam sides overlap and cannot be distinguished any more, as indicated by the dotted sections in Fig. 2. They can be considered as one single plasma bundle. In particular, the longitudinal and transverse gap between the two bundle sections is small compared to the typical scales of high-voltage discharges to be considered in
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Fig. 2 Effect on the filamenting range and position of the maximum of ionization frequency of a supplementary focusing ($f_{1/2} = 35$ m) of one half of the beam profile, on top of the focusing by the emitting telescope ($f_T = 40$ m). Negative chirps correspond to the compensation of the group velocity dispersion of air. The total energy per pulse is 260 mJ. Inset: beam profile on a screen at a propagation distance $z \sim 25$ m.

Fig. 3 Effect on the filamenting range and position of the maximum of ionization frequency of a supplementary focusing ($f_c = 30$ m and $f_c = 40$ m) of the center of the beam profile, on top of the focusing by the emitting telescope ($f_T = 40$ m), for a pulse energy of 300 mJ. Positive and negative chirps, respectively, correspond to the anticompensation and compensation of the group velocity dispersion of air.

Applications. The longitudinal ionization profile in this filamenting region has two maxima, each being governed by the initial wavefront curvature of one side of the initial beam profile. Such two-maxima structure results in a more homogeneous ionization along the length of the filament bundle, than would be obtained with a single maximum related to a uniform wavefront curvature. Similar results are obtained for a more focused beam ($f_T = 30$ m) as well as for an almost collimated beam ($f_T = 150$ m). The strong influence of the non-uniform wavefront curvature applied to the beam contrasts with that of classical astigmatism, which only marginally influences the location of the filamenting region of the beam [21].

Figure 3 displays the effect of central lenses of 5 cm diameter with focal lengths $f_c = 30$ m and $f_c = 40$ m placed in the center of an already focused beam ($f_T = 40$ m) with 300 mJ per pulse. Visual observation of the beam profile on a screen during its propagation confirms that filaments are first initiated in the inner (more focused) region of the beam, and later on the edges of the beam, which is less focused and intrinsically carries less intensity than its center. The locations of the filamentation onset and of the ionization maximum depend very little on the initial pulse chirp. Moreover, the filament bundles respectively generated by the external and inner part of the profile overlap well for all investigated chirps. The overall beam self-focusing and the focused geometry together lead the filament bundle from the beam edge to converge toward the beam center [30]. Its energy reservoir therefore merges with that of the central bundle. The resulting common photon bath re-feeds both central and peripheral filaments. Such process contributes to the
observed improved longitudinal homogeneity of the plasma generated by the filaments over several tens of meters.

The overlap between the filament bundles generated in the inner and outer beam regions critically depend on the ability of the outer region to reach the beam center before the inner filaments vanish. The focal length of the central part of the beam contributes to this matching through (i) the length of the filamenting region in the center of the beam and (ii) the offset that it imposes to the filament onset, as compared with that of the outer region. The wavefront curvature of the outer region and the beam power also contribute to this match since they govern the onset position of the outer filament bundle. This need for interaction of the photon baths of both inner and outer regions of the beam profile explains the difference between the effects of transverse and radial variations of the wavefront curvature. While in the former case the two sides of the beam interact very little, they are geometrically forced to merge after some propagation distance in the concentric configuration. Therefore, the latter is more favorable to generate a long ionized section with higher longitudinal homogeneity.

When the respective wavefront curvatures of the outer ring and the center of the beam are far off (e.g., \( f_T = 150 \, \text{m} \) and \( f_c = 40 \, \text{m}, \) not shown), self-focusing of the outer part is not sufficient to focus a significant energy on the beam axis before the end of the strongly focused central filament bundle. Therefore, its power cannot contribute to the photon bath in the beam center. As a result, no extension of the filamenting length is observed.

4 Conclusions

A non-uniform wavefront curvature of ultrashort, ultra-intense laser pulses propagating in air significantly affect the location, length of the generated filament bundles, as well as the longitudinal homogeneity of their plasma density. Adequate laser parameters almost connect the filament bundles, providing a more homogeneous ionization than for a uniformly focused beam. While the precise result depends on the initial focus and chirp of the beam, this improved plasma longitudinal homogeneity is qualitatively observed over a wide range of energy and chirp. It is of high interest for applications requiring long plasma channels, as is the case for lightning control [8]. By applying a different wavefront curvature on different regions of the beam profile, it can also be seen as an easy technique for rough spatial pulse shaping [24, 31], allowing a better use of the energy reservoir [25, 30] of the beam.
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Abstract: We characterized the angular distribution of the supercontinuum emission from multiple infrared laser filaments propagating in air over long distances, from the infrared (1080 nm) to ultraviolet (225 nm). These experimental data suggest that the X-Waves modeling or Cerenkov emission, rather than phase matching of four-wave mixing, could explain the conical emission. We also estimate the total light conversion efficiency from the original laser wavelength into the white-light continuum.
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intense laser pulses can propagate in the atmosphere over several Rayleigh lengths as self-
guiding of electric discharges in the prospect of lightning control [6-9]. Femtosecond propagation of high energy femtosecond laser beams in the atmosphere has drawn a considerable attention both for the study of fundamental characteristics of filaments [1-4] and for the development of many applications like atmospheric remote sensing [5] or triggering and guiding of electric discharges in the prospect of lightning control [6-9]. Femtosecond intense laser pulses can propagate in the atmosphere over several Rayleigh lengths as self-
guided filaments. The basic mechanism of self-guiding consists of a dynamic balance between the nonlinear Kerr effect in air, which self-focuses the beam until ionization of oxygen molecules by multiphoton absorption, and the defocusing effect of plasma, which prevents optical collapse and sustains long-distance propagation. Besides this basic image, many nonlinear physical processes accompany filamentation, e.g. spectral broadening by self-phase modulation [10, 11], self-compression [12, 13], generation of THz radiation [14] or third-harmonic generation [15-17]. Moreover, when the pulse power largely exceeds the critical power \( P_{\text{crit}} \sim 3 \text{ GW} \) in air at 800 nm, multiple filamentation occurs [18], with a number of filaments proportional to the power [19].

A visually spectacular effect associated with filamentation is conical emission [20, 21]. It generates a wealth of coloured rings around the beam in the forward direction, whose peak wavelength decreases from infrared to ultraviolet with increasing distance from the propagation axis. The mechanism at the root of conical emission is still debated. It may imply Cerenkov radiation [20, 22], self-phase modulation (SPM) [21], four-wave mixing (FWM) [23, 24] or X-Waves modelling [25-27]. The first experimental measurements of conical emission in air have been performed in the 500-700 nm range [20, 21]. More recently, Méjean et al. estimated a divergence of the UV conical emission, although this estimation was based on indirect observation [28, 29]. In addition, the first high-resolution angle-wavelength spectrum of air filaments and the link with X-Waves was recently introduced [27].

In this Letter, we extend the measurement of conical emission to the ultraviolet, down to 225 nm. Moreover, we show that conical emission is not modified by multiple filamentation, as had been suggested based on indirect observations [30].

2. Experimental setup

Figure 1 shows the experimental setup. Intense femtosecond pulses at \( \lambda_0 = 800 \, \text{nm (FWHM 23 nm)} \) were generated by the Teramobile facility [18] whose laser system consists of a Ti:Sa oscillator followed by a chirped pulse amplification (CPA) chain. The compressed pulses, of 100 fs pulse duration at a 10 Hz repetition rate, had energies of 305 mJ. The corresponding peak power is 3 TW, i.e. \( 1000 \, P_{\text{crit}} \), which yields a few tens of filaments. The amplified femtosecond beam, with an initial diameter of 15 cm, was focused by a sending telescope \( (f = +42 \, \text{m}) \), leading to a filamentation onset at \( z_{f1} = 30 \, \text{m} \) and a filamentation length of 22 m until \( z_{f2} = 52 \, \text{m} \). Downstream of the filaments, at \( z = 82.5 \, \text{m}, 86 \, \text{m} \) and 106 m respectively, we measured the forward-emitted spectrum as a function of the transverse distance from the beam center, hence of the emission angle \( \theta \) over \( \pm 8 \, \text{mrad} \). At each angle, the spectrum was recorded between 225 and 1080 nm with 0.4 nm resolution by a computer-interfaced spectrometer (OceanOptics HR2000+), whose input optical fiber was oriented toward the incoming laser source and swept across the beam profile.

![Fig. 1. Experimental setup. A fiber collector is swept across the beam downstream of the filamenting region and the collected conical emission is analyzed on a spectrometer.](image_url)

To correctly record the spectra in spite of their high dynamics (8 orders of magnitude), we employed different neutral filters with high optical density (up to OD 4.0) and varied the integration time from 1 s to 65 s (10 to 650 laser shots). For most of the positions, we acquired...
at least two spectra: one with higher optical density and shorter integration time, to avoid saturation when measuring the intense 800 nm peak, and another with lower densities and longer integration times, for resolving very weak conical emission features at remote wavelengths. Data were smoothed by running averages over 10 adjacent points, i.e. over 4 nm.

3. Results and discussion

The data recorded at distances $z = 82.5$ m, 86 m and 106 m yield consistent angles if considering that the origin of the conical emission lies at $z_0 = 44.5$ m, which lies equally spaced between $z_f^1$ and $z_f^2$, i.e. in the middle of the filamenting region. This suggests that conical emission is generated all along the filamenting region, a picture consistent with the dynamical replenishment model, in which relatively short filaments are generated randomly all along the filamenting region [31] and independently emit conical emission.

Figure 2 displays the forward-emitted spectra over the 225-710 nm region as a function of $\theta$. Each spectrum is independently normalized to unity. The energy of the conical emission peak is also displayed as a function of wavelength on the rear panel of Fig. 2. It is obtained by integrating the intensity of the un-normalized spectra over the wavelength as well as spatially over the ring (i.e., over $2\pi$ on the azimuthal angle). The peak of conical emission shifts from 250 nm up to the fundamental wavelength, and broadens from 20 to 140 nm (FWHM inferred from Lorentzian fits) for decreasing values of $\theta$. Note that no conical emission was observed in the infrared between 800 and 1080 nm.

Figure 3 displays the wavelength dependence of the conical emission, as extracted from Fig. 2. Our data agree well with previous ones obtained in the case of single filamentation by Nibbering et al. [20] and Kosareva et al. [21] between 500 and 700 nm. In particular, the conical emission angle decreases regularly with increasing wavelength. Note that our measurements are a convolution of the emission angles from individual filaments and of the divergence of the filament bundle. Due to the overall beam refocusing near the focus [30], this divergence is smaller than initial geometrical beam divergence of 1.8 mrad (half angle), but could not be quantitatively determined in our experiment. This error shall be below $\Delta \theta = 1$ mrad, in line with observations over longer distances [30]. Hence, our data show that
the indirect measurements of Méjean et al. [28, 29] underestimated the conical emission angles, especially in the 300 - 450 nm range, by approximately 2 mrad. The origin of this underestimation could lie in an improper modelling of their Lidar geometrical compression.

We compared our data with the respective angular dispersion of conical emission predicted by FWM [24], X-Waves stationary solutions [27] and by the Cerenkov emission interpretation [20]. In the case of FWM, phase matching imposes the following angular dispersion of conical emission:

$$\theta = \sqrt{\frac{n''}{n_0} \Omega} ~ (1)$$

where $$k(\omega) = n(\omega) c / \omega$$ being the frequency and $$n(\omega)$$ the refractive index of air, given by [32]). $$\Omega = \omega - \omega_{p}$$ is the difference between the generated frequency and the input pump frequency and $$n'' = \partial^{2} k(\omega) / \partial \omega^{2}$$ [24]. On the other hand, according to the X-Waves solution theory [27], the angle $$\theta$$ is given by:

$$\theta = \sqrt{1 - \left(\frac{k_0 + \Omega / v_s}{k(\omega)}\right)^2} = 1 - \frac{1}{2k(\omega)^2} \left(k_0 + \frac{\Omega}{v_s}\right)^2, \quad (2)$$

where $$v_s = 1 / (k'_0 - \alpha)$$ is the filament group velocity and $$\alpha$$ is a free fit parameter which accounts for the input conditions [33], which we set to zero in our curve. This is equivalent to considering $$v_s = 1 / k'_0 = v_g$$, where $$v_g$$ is the laser pulse group velocity at the carrier frequency.

In the case of Cerenkov emission [20], the same dispersion relation writes:

$$\cos(\theta) = \frac{1}{k(\omega)} \left(k_0 + \frac{n_0}{c} \Omega\right) \quad (3)$$

Note that by introducing the series expansion $$\cos(\theta) = (1 - \theta^2 + ...)$$ in Eq. (3) we obtain the same approximate expression as in Eq. (2) for the particular case $$v_s = c / n_0 \equiv v_g$$. In other words, the Cerenkov relation can be considered as a sub-case of the more general X-Waves relation when the filament group velocity $$v_s$$ equals the carrier frequency phase velocity $$v_g$$. While the three models fit the previous data adequately, our extension of the data to the UV partially lifts the ambiguity. Our data show that the measured CE spectra are well reproduced by using the Cerenkov expression, i.e. by putting $$v_s = v_g$$ in the X Waves relation [34]. On the other hand, the FWM predicts a slope significantly different from that of the experimental
data, especially under 450 nm. Our measurements therefore suggest that the latter process alone is not sufficient to fit data. In addition, when points are shifted downward to correct for the beam divergence ($\Delta \theta \leq 1$ mrad), X-Waves dispersion relation of Eq. (2) always fits the data precisely by using a value of $\alpha$ ranging from 0 to $2 \cdot 10^{-14}$ s/m.

![Graph](image)

Fig. 4. Conversion efficiency from the fundamental wavelength into white light. Arrows point coherent anti-Stokes Raman scattering (CARS) emission and water vapor absorption.

By integrating the intensity spectra over the full $\theta$ angle distribution i.e. from -8 to 8 mrad, and normalizing by the total beam energy, we calculated for the first time the absolute conversion efficiency from the fundamental wavelength of the incident laser into the white-light continuum. Fig. 4 displays the conversion efficiency rate per spectral unit, $\eta(\lambda)$, expressed in nm$^{-1}$, which describes the amount of the incident energy at 800 nm which is converted into an infinitesimal wavelength range centered at $\lambda$ (resolution 4 nm). The spectrum after propagation is centered at 806 nm, slightly red-shifted as compared with the incident carrier wavelength at 800 nm. In addition, it features both the water vapor absorption line at 940 nm ($3\nu$ polyad vibrational states of H$_2$O) [35] and the coherent anti-Stokes Raman scattering (CARS) emission of N$_2$ at 678 nm, corresponding to a Raman shift of 2329 cm$^{-1}$ from the 806 nm central wavelength [36]. The observation of these spectral features illustrates the capability of the supercontinuum to provide a suitable light source for both absorption and Raman spectroscopy in the atmosphere.

4. Conclusion

As a conclusion, we have characterized the conical emission from multiple filamentation down to 225 nm in the ultraviolet. The data prolong well the previously existing ones, while we observed no conical emission between 800 and 1080 nm. Our data exclude the phase-matching of FWM as the only mechanism driving conical emission in the UV, and favor X-Waves modeling and Cerenkov emission. They are also useful for applications which require a good characterization of the emission geometry, such as white-light Lidar.
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Note: after acceptance of this paper, we became aware of complementary measurements of conical emission in the infrared up to 14 $\mu$m [37].
intriguing possibility. Mutations in the tumor suppressor gene VHL that are associated with qualitatively different tumor predispositions (pheochromocytoma versus clear cell renal carcinoma) appear to be associated with quantitative differences in impairment of HIF regulation (10–12). Conceivably, matching of cellular context to a relatively precise, quantitatively restricted, level of HIF activation (that is the consequence of an IDH1 Arg132 mutation) is necessary for glioblastoma multiforme predisposition. If true, then alteration of such a balance, through metabolic interventions that target α-KG, might offer a therapeutic or preventive strategy.

Finally, although Zhao et al. provide an explanation for dominant mutational inactivation of IDH1, they do not completely explain why the pathogenic effects are restricted to Arg132. Other arginine residues (Arg100 and Arg109 in human IDH1) are implicated in isocitrate binding (13), and in recombinant porcine IDH1, mutations at all these sites are inactivating (14). Perhaps the proposed disruption of subunit cooperation is restricted to Arg132 mutations, or Arg132 mutations in some way favor the heterodimerization that is required for dominant inactivation. Alternatively, Arg132 mutations might have some quantitatively specific effect on enzyme inhibition that is necessary for oncogenic predisposition.

On the other hand, could there be a primary genetic explanation? Mutational pre-disposition at CG dinucleotides can explain the common Arg132 → His substitution but not all of the other mutations. Moreover, Yan et al. recently sequenced the homologous exon of the IDH2 gene in tumors that did not contain an IDH1 mutation, and found nine mutations at the equivalent Arg132, a residue that is encoded by a codon not containing the CG dinucleotide (3). This mutation was shown to be inactivating, although neither dominant inactivation nor effects on HIF were tested. Further studies to test this and other (non–disease-associated) mutations in the model proposed by Zhao and colleagues should be of great interest.
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Laser Beams Take a Curve

Jérôme Kasparian and Jean-Pierre Wolf

The properties usually associated with laser beams are illustrated by laser pointers, which are monochromatic (red or green), coherent (they create speckle patterns), and directional (the beam travels in a straight line). However, the advent of laser sources that emit ultrashort laser pulses has changed this simple picture: These sources are broadband and may maintain coherence for very short times—just for one or a few cycles of the electric field. These sources are so intense that, when traveling through a medium such as air, they can ionize atoms and create plasmas. On page 229 of this issue, Polykin et al. (1) exploit linear optical effects of laser beams with complex profiles, as well as nonlinear effects that arise at high intensities, to create laser beams that can form plasma channels whose paths curve as they propagate.

Laser beams with complex profiles (that have multiple maxima and minima and are not a single peak) can curve in part because energy can flow between components within these beams. Polykin et al. use a beam profile based on the Airy function, which has its own history in optics—it was introduced in the study of rainbows. A two-dimensional (2D) Airy beam (2, 3) (see the figure, panel A) can be prepared by inserting an active element such as a matrix of liquid crystals oriented so as to tailor the distribution of phase in the plane perpendicular to the beam. This Airy profile is asymmetrical and its intensity is strongly localized in a main peak on one side of the beam profile.

As the beam propagates, interferences between the phases in different locations in the beam profile impose a curved trajectory to the main peak in the Airy profile. This interference effect is linear—it depends neither on the beam intensity nor on interactions with the propagation medium. Viewed head on, the pulse would appear to swing from the left and back to the right. However, the beam’s center of mass still propagates on a straight line (the red line in panel A) because the energy fraction contained in the long trail on the other side of the beam balances the main Airy peak.

A further remarkable property of the Airy beam is that it is “self-healing”: If part of the beam hits an opaque object, energy flows from the rest of the beam profile and reconstructs the original asymmetric pattern (4). A similar self-healing effect occurs in high-intensity laser beams that form self-guided plasma channels, also called filaments (5–8). A dynamic balance develops between the nonlinear optical Kerr effect, which changes the refractive index of its propagation medium to create a virtual converging lens, and diffraction by the self-generated plasma, which creates long plasma channels. If a laser filament impinges on a particle, the scattered light is released into the periphery of the profile, where it contributes to the optical Kerr effect, thereby reconstructing the filament shortly after the interaction (9). This self-healing capability may allow high-intensity laser beams to access remote locations and to be transmitted through clouds and turbulence, opening the way to atmospheric applications (8, 10).

Polykin et al. combined the complex profile of an Airy beam with nonlinear optical effects to create plasma channels that can turn and follow the shape (or “caustic”) shown in panel A of the figure; the plasma forms only in the high-intensity region of the main peak. A key issue is whether the natural (linear) energy flow (see the figure, panel B) that displaces the transverse beam will dominate the nonlinearly induced energy flow from the optical Kerr effect, which attracts energy toward the plasma filament (see the figure, panel C) and feeds it during its propagation.
Laser beams taking turns. (A) A laser pulse with an Airy profile propagates in the z direction (normalized units). The main peak emerges from an initially broad profile, accelerates toward the exterior of the beam while progressively growing up to \( z = 0 \), and then loses intensity until it is absorbed in a resurgent broad maximum. The red line is the straight trajectory of the beam’s center of gravity. (B) and (C) Energy flows in the curving beams of Polynkin et al. (B) Linear and (C) nonlinear (Kerr effect) energy flow (white arrows) across the beam profile. The same normalized color scale as in (A) is used to illustrate a 2D Airy beam (damping coefficient \( a = 0.1 \); \( z = 0 \)). While the linear Airy flow pushes the main peak of the profile toward the top-right corner of the graph, independently from the incident intensity, the Kerr effect tends to attract the energy toward this main peak, with an efficiency proportional to the local intensity. The competition between the two processes causes deformations of the plasma channels generated in Airy beams at high intensity.

At moderate intensities, the transverse energy flux is dominated by the Airy regime, but at higher intensities, the Kerr contribution establishes an attractor at the beam’s main peak, and tends to let the beam move straight rather than follow the Airy caustic. However, the curved plasma channels observed by Polynkin et al.—both in their experiments and in the numerical integration of the nonlinear Schrödinger equation—show that such a regime is not reached in the filaments in gases, where the intensity ranges from \( 10^{13} \) to \( 10^{14} \) W/cm\(^2\) (J1).

Thus, the Airy regime will dominate in most realistic experimental conditions in air. In particular, the observed curved plasma channel compares well to the electron density that would be generated by the intensity of a linearly propagating Airy beam. This density can be estimated as the eighth power of the intensity profile, which takes into account the ionization of oxygen driven by multiple absorption of photons (J1). However, the longitudinal asymmetry of the curved plasma channel and the bifurcations observed both experimentally and numerically by Polynkin et al. show that the Kerr effect cannot be fully neglected at this intensity level.

Because the trajectory of the curved plasma channels roughly follow that of the Airy beam, their length and curvature suffer from the same limitations related to the intensity drop of the main peak along its propagation path. The maximum achievable deviation from a straight path scales linearly with the initial beam size \( w_0 \), but the propagation distance required to reach a given deviation scales with \( w_0 \). Sending a macroscopic Airy beam around a corner thus appears difficult. For example, an Airy beam with a main peak of \( w_0 = 1 \) cm width and an optimal value of the confinement factor \( a \) (in this case, 0.05) would need to propagate more than 2.8 km before reaching its maximum deviation of only 24 cm.

Nevertheless, Airy beams carrying high intensities provide a wealth of attractive applications at smaller geometrical scales. Self-bent beams could be used to manufacture curved waveguides in transparent bulk media, in a way similar to permanent optical waveguides inscription in fused silica using filaments (6). The ability of controlling curvature would allow for the realization of complex guiding structures in three dimensions, with applications such as wavelength division multiplexers, beam splitters, and couplers. A beam main peak of \( \sim 10 \) \( \mu \)m could be deviated by \( \sim 25 \) times its size, meaning that it would have moved off a straight trajectory by 250 \( \mu \)m after less than 3-mm propagation.

A further striking advantage of Airy-driven curved propagation, compared to Kerr-driven propagation, is its applicability in vacuum. A curved beam in vacuum, especially at high intensity, could open new ways of achieving long interaction lengths with particle beams, acceleration of protons and electrons on controlled trajectories, or efficient coupling with beams of x-rays or gamma-rays.

The use of Airy beams in the context of high-power pulses and self-channeling further builds on a recent trend to apply specific beam shapes, such as X-waves (J2), Bessel beams (J3), or axially or radially polarized beams (J4), to exploit their remarkable properties already developed in the linear regime. Depending on the specific beam shape considered, such properties may include nondiffractiveness, self-healing, transverse acceleration, or the generation of a zero electric field at the beam center. When these methods are used with higher-power sources, nonlinear effects such as self-guiding further extend their scope for applications. Examples include tailoring the spectrum of the “white light” generated in the filaments for atmospheric remote sensing, or using filaments and their associate plasma to divert lightning strikes from sensitive targets, such as airports and industrial plants (J5).

References and Notes
16. This work was supported by the Swiss NSF, contract 200021-116198/1.

www.sciencemag.org  SCIENCE VOL 324 10 APRIL 2009 195
Lightning control by lasers

Powerful lightning strikes pose a significant threat to buildings and people, but imagine if it were possible to control and direct them with a laser beam. Nature Photonics spoke to Jérôme Kasparian, a researcher from the University of Geneva and co-ordinator of the Teramobile project, about the idea.

The idea of firing an intense laser beam into a thundercloud to induce lightning and guide it back to a preferred location on the ground may sound far-fetched, but such a practice could one day be commonplace for protecting important buildings such as power plants or airports. In recent years, European scientists working on the Teramobile project (see Box 1) have demonstrated that intense, ultrashort laser pulses can ionize the air to create a virtual conductive path for guiding an electrical discharge along a straight line of several metres in a laboratory. The next stage is to build a laser 10 times as powerful, ‘Teramobile 2’, which, it is hoped, will allow a similar effect high in the sky. Nature Photonics spoke to Jérôme Kasparian about progress so far.

How did the idea for using lasers for controlling lightning come to mind?

This idea of triggering lightning using lasers is almost as old as the laser itself. Before long there were laser powers sufficient to ionize the air, and early on people realized that this would create a conducting path for electrical charge which could assist the triggering of lightning.

The first attempts took place as early as the 1970s in Russia and Japan, using huge CO lasers, strongly focused, which generated a plasma spark but were not very successful. The problem was that the plasma was very localized and strongly absorbed the laser energy, thus preventing further propagation and the creation of a long ionization channel. There were a lot of laboratory experiments; in addition a Japanese team tried an experiment in the atmosphere in real conditions with three huge lasers focused near the top of a lightning tower. However, this was a huge system and not very effective.

What helped the idea to become more realistic?

What has happened between the early studies and now is the advent of CPA [chirped pulsed amplification] lasers, which allow the creation of ultrashort and high-power pulses beyond the terawatt level. They allow a self-guiding propagation regime known as filamentation. In this regime there is a dynamic balance between the nonlinear Kerr effect (self-focusing) and the effect of free electrons, which have a negative contribution on the refractive index and tend to defocus the beam. This gives a balance between the self-focusing and defocusing of the beam, resulting in self-guiding. With a sub-joule laser it is possible to make filaments tens or even hundreds of metres long with an electron density of $10^{15}$ or even $10^{16}$ electrons per cubic centimetre. Today, there are several groups working on similar ideas using different configurations, including the group of Pépin and Mercure in Quebec, the group of Diels at the University of New Mexico, and our Teramobile group, which is a European collaboration. Everyone is working on the idea of having a long ionized channel that can trigger and guide discharges. Several groups have been doing small-scale experiments over a few centimetres or few tens of centimetres, and then there have been very impressive experiments by the group in Quebec. We have also done some experiments in the lab using real filaments over a few metres at a few megavolts, as well as conducting field trials.

My understanding is that the principle of using lasers for lightning control has been well demonstrated in the lab, but what about field trials?

It is not really straightforward going from the lab to the field. A big issue is with the lifetime of the plasma you generate. It is limited to the microsecond range. The discharge establishes at a speed of typically a few metres per microsecond, which means that after the discharge has propagated a few metres the track has disappeared. As a consequence, the pulse duration limits the effective length of the channel. We took our laser and went to the Langmuir Laboratory of New Mexico Tech, which is a permanent station for lightning studies. The visual observation did not give any results because we were at pretty high altitude at 3,000 metres and in the clouds at that time, and the camera could not see anything, but we could use the lightning...
mapping array of Langmuir Laboratory, a network of radiofrequency detectors. Any discharge radiates a broad spectrum of radiofrequency radiation which can be detected. There were thirteen detectors spread over the region and we used the five closest to our lasers. These detectors detect precisely the time of arrival of each laser pulse and by triangulation you can reconstruct the three-dimensional position of each event. You have to remember that this detection technique detects not only the lightning strike but all of the electric activity in the cloud. What we did was to correlate the electric activity with the position of the laser beam and the time when the laser was pulsed with a precise repetition rate of 10 times per second. We were able to correlate an excess of electrical activity with the location and time of the laser pulses. These events correlated with the laser are quite faint events; they are not actually lightning strikes.

**So what’s next?**

The main limitation to overcome is the limited lifetime of the plasma channel. We need to get an effective channel length of a few tens of metres to trigger the lightning. This length scale has been confirmed by experiments using rockets with conductive wire tails of various lengths. Such a short channel would also be better for us because we don’t want to have the channel come all the way down to the laser from the point of view of the damage to the equipment or us — we are sitting underneath in the laser control room. To create plasma channels with a length of a few tens of metres, we need a more powerful laser. We are working on Teramobile 2, which will be a 10 times more powerful laser. However, it is not only a matter of brute force; we are also trying to be cleverer and not just shoot 10 times more power but organize this power in a train of 10 pulses, sharing the full power of the laser. The idea is that the first pulse would better establish the channel and the subsequent ones would maintain it. The burst mode will be something very innovative, as will a mobile laser providing 30 TW pulses. We will benefit from the fact that CPA technology has improved a lot in the past 10 years, so we can simply get more power from the current CPA technology. The technology is evolving towards smaller systems, especially with diode-pumped lasers. Most of the size of the systems is due to the pump lasers. From the energy point of view it is pretty inefficient. Eventually, I guess that there will be directly diode-pumped femtosecond systems. You can really imagine that in a few years the laser technology will allow us to have such a mobile terawatt laser in a van. It is hard to say exactly when Teramobile 2 will be ready, but I guess it is a matter of a few years.

**How could you ensure that the discharge doesn’t come directly back to the laser itself?**

In fact this is not a big problem because you can control the distance from which the conducting channel begins. If you insert a grounded conductor in the laser path before it gets back to the laser, the discharge will go to this component. There are two variants. One is to use a grounded metallic mirror to reflect the beam and the discharge will go to the ground through the mirror; or you aim with the laser via the top of a classical lightning rod so that the discharge will go to the rod instead of following the conducting beam.

**What are the benefits of using lasers for controlling lightning over schemes such as using rockets with conducting tail wires?**

The rockets work pretty well — every second shot can be effective. However, you have a limited number of rockets and you cannot easily aim at the place in the clouds that you want to activate. With a laser, you can aim it and work it continuously so it would provide much more flexibility. Although a laser scheme might be too expensive for individual homes, for critical facilities such as power plants or airports it could be used to direct a laser strike away to a preferred location. Of course this is in the longer term.

**Interview by Oliver Graydon**

---

**Box 1 | The Teramobile project**

The Teramobile laser project was launched in 1999 and became operational in 2001. It is a very powerful mobile terawatt-class Ti:sapphire laser which uses chirped pulse amplification to generate intense ultrashort pulses (see specifications below) for atmospheric studies. The laser comprises a Ti:sapphire oscillator and a Nd:YAG pumped Ti:sapphire amplification chain made of a regenerative amplifier and two four-pass amplifiers. It concentrates the state-of-the-art laser technology in a 20-foot standard freight container, allowing field measurement campaigns. It is an international project initiated jointly by a French–German collaboration of CNRS (France) and DFG (Germany). Switzerland has now joined the consortium. It is now funded by ANR and the Swiss FNS and involves five research institutes in Berlin, Dresden, Lyon, Palaiseau and Geneva. The laser system itself was built by Thales Laser of France. The Teramobile laser is used for investigating nonlinear propagation of femtosecond-terawatt laser pulses over long distances in the atmosphere, and their applications to atmospheric research. This includes Lidar remote sensing of atmospheric pollutants as well as lightning protection and triggering by a mobile terawatt laser system.

**Teramobile specifications**

- Centre wavelength: 800 nm
- Pulse energy: 350 mJ
- Peak power: 5 TW
- Pulse duration: 70 fs to 2 ps
- Repetition rate: 10 Hz
- Output beam diameter: 50 mm
- Size: 3.5 m x 2.2 m
- Weight: 10 tonnes
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We show experimentally that the interaction of two multifilamenting beams in fused silica with incidence angles up to a few degrees results in an increase in the symmetry of the continuum emission from $D_2$ to $C_0$ around the axis of symmetry between the two beams. We observe an intense white disk between the locations of the individual conical emission patterns, reducing the conical emission in each of them. We attribute this behavior to an enhanced self-phase modulation in the interference region between the two beams. This frequency conversion depletes by more than 40% the energy initially available in the photon bath to feed filaments.
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I. INTRODUCTION

Nonlinearity is known as capable to increase the symmetry of physical systems. This is, e.g., the case in the self-similar optical collapse, in which any incident beam profile submitted to Kerr self-focusing self-converts into a circular Townes profile [1].

Self-focusing can ultimately result in filamentation, which is due to a dynamic balance between the Kerr self-focusing and defocusing on the plasma generated at the nonlinear focus [2–6]. When the incident beam power largely exceeds the critical power $P_{cr}$ of the propagation material ($P_{cr} = 2.3$ MW in fused silica at 800 nm [7]), the beam profile breaks up into many cells, each one yielding one single filament. These filaments generated across the beam profile were shown to be coherent with one another, which allows them to interact. These interactions can take the form of repulsion or attraction of neighboring filaments [8–12] or interference of their conical emission [13]. Moreover, the interaction of the two incident laser photon baths can also lead to the attraction or repulsion of the resulting filaments of each individual beam, depending on their relative phase [14,15]. Adequate tuning of the relative incidence angle even allows the filaments from the two beams to merge into a central one [11], or to exchange energy, resulting in a partial extinction of the conical emission [16].

In this paper, we investigate the interaction of two multifilamenting beams in fused silica with incident angles up to a few degrees. We show that this interaction results in an increase in symmetry of the continuum emission from $D_2$ to $C_0$ around the axis of symmetry between the two beams. An intense white disk is observed between the locations of the individual conical emission patterns, reducing the conical emission in each of them. We attribute this behavior to an enhanced self-phase modulation in the interference region between the two beams. This frequency conversion depletes by more than 40% the energy initially available in the photon bath to feed filaments, similarly to the competition already observed in the case of a single beam [17].

The observed on-axis generation of the white light, while a significant fraction of the fundamental still propagates a few degrees apart, could be useful for spectroscopic applications to geometrically select the supercontinuum emission and reject this undeviated fraction of the fundamental wavelength.

II. EXPERIMENTAL SETUP

The experimental setup is depicted in Fig. 1. A femtosecond chirped-pulse amplification laser operating at $\lambda_0 = 800$ nm wavelength generates a train of pulses at a repetition rate of 10 Hz. The energy of each individual pulse is 20 mJ with a duration of 130 fs. The laser beam is divided in two parts by a thin 50:50% beam splitter. The most intense central part from each beam is selected by circular apertures of 2 mm diameter, letting, respectively, 1.2 and 1.3 mJ of energies to pass through. The beams then interact inside a 20-mm-thick fused silica block. The optimal temporal overlap is adjusted by translating a bending mirror in one arm. Visual observation as well as true-color imaging from the top of the fused silica block showed the occurrence of multiple filamentation when the two beam propagate independently as well as when they overlap temporally.

The interaction between the beams was investigated at four incidence angles $2\theta_0 = 3.0^\circ$, $3.2^\circ$, $3.8^\circ$, and $4.5^\circ$ (full angles) in air, corresponding to $2\theta_0 = 2.1^\circ$, $2.2^\circ$, $2.6^\circ$, and $3.1^\circ$ in the fused silica block, respectively. The far-field pat-
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FIG. 1. (Color online) Experimental setup: BS: beam splitter, A: circular aperture, and M: mirror.
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dence angles. At larger incidences the efficiency of the white-light emission is noticeably lower and the transition from a circular to elliptical spot profile is observed. This tendency is already visible in Fig. 2(a) for 2θ₀ = 4.5°.

The generation of a bright white spot qualitatively observed on the screen, as mentioned above, indeed corresponds to a tenfold increase in the supercontinuum generation in the 450–700 nm region, as well as around 900 nm, as compared with the individually propagating beams (Fig. 4). This spectral broadening is practically independent from the incidence angle over the whole investigated interval of incidence angles. The two interacting beams generate white-light continuum almost as efficiently as one single beam that would bear their whole energy, depleting the fundamental wavelength by more than 40%.

Both with and without interactions between the beams, the angular distribution of the white-light spectrum (Fig. 5) is dominated by the peak at the fundamental wavelength around ±1.6°, i.e., at the original location of each incident beam. However, the interaction results in a reduction in the fundamental emission at 0° and a transversely more homogeneous spectrum, between −3° and +3°. This homogeneity corresponds to the visual observation of an homogeneous white spot on a screen in the far field. Also, the conical emission [dotted line on panel (a)] disappears almost completely when the two beams overlap temporally.

IV. DISCUSSION

The observed generation of a white-light disk in the forward direction may at once remind us of the interaction [14,15] or even the merging [11] of the filaments from two crossing beams. However, such merging occurs at very small incident angles, typically 20–30 times smaller than in our experiment [11]. Moreover, we observed neither evidence of filament merging into new filaments oriented along the z axis on photographs taken from the top of the fused silica block nor conical emission, i.e., concentric colorful rings coaxial with the forward-emitted white light. We therefore conclude
that the process at play does not specifically depend on the occurrence of filamentation.

Instead, we interpret our observations based on a partial inhibition of filamentation due to a more efficient white-light continuum generation in the photon bath where the two beams interact through SPM and cross-phase modulation (XPM). The observed efficient depletion of the fundamental wavelength by the white-light generation reduces its power available to feed the filaments. This results in a less efficient filamentation and hence in a sharp decrease in the brightness of the associated conical emission at the exit of the fused silica block.

In the interaction region, the interference between the two beams redistributes the directions of the wave vectors, thus loosing the initial $D_2$ symmetry defined by the two incident beams. Instead, the wide range of wave-vector directions results in a revolution ($C_n$) symmetry around the $z$ axis, independently of the incidence angle. Moreover, due to the relatively large incidence angle, no interference pattern can be resolved in the far field. This is consistent with the report by Corsi et al., who reported such interference with a narrower incidence angle and observed that the white-light fringes tend to merge when the angle increases above $0.5^\circ$ [18].

The interference between the two beams does not only impact the spatial symmetry of the supercontinuum emission, but also its intensity, locally doubling the incident electric field, i.e., quadrupling the incident intensity. Note that the transient grating [19] originating from the interference pattern has a typical step of $\lambda_0/2 \sin(\theta_0) \sim 15 \, \mu m > \lambda_0$, yielding a typical width of $2 \theta_0 \sim 3^\circ$ for the zero-order spot, so that no fringes are visible within the spot on the screen. On the other hand, illuminating a glass block with a cylindrical lens also resulted in a similar circular spot, although the incident angles $\theta_0$ continuously range from $-5^\circ$ to $5^\circ$, thus blurring any interference pattern. We can therefore exclude diffraction on this interference pattern as the origin of the observed circular white spot.

The above discussion in terms of SPM can easily be transposed in terms of four-wave mixing (FWM), since both formalisms and SPM provide equivalent descriptions of the same physical processes if the wavelengths are quasidegenerate and the main active process is the conversion of the central wavelength into the supercontinuum. In a first step, we shall address the change in symmetry from $D_2$ to $C_{\infty}$. In FWM, two photons at $\lambda_1$ and $\lambda_2$ mix up to generate two photons at $\lambda_3$ and $\lambda_4$. In this process, the energy conservation imposes $\omega_1 + \omega_2 = \omega_3 + \omega_4$, while the phase matching condition sets $k_1 + k_2 = k_3 + k_4$, where $k_j = \vec{k}_j + \vec{K}_j$, being the frequency associated with $\lambda_j$, while $k_1$ and $k_2$ spin around $k_3 + k_4$, adding one degree of freedom to the system. If the wavelengths of the incident photons lie within the spectral peak of the incident fundamental pulse, $k_1 - k_3 \sim k_0$, the direction of $k_1 + k_2$ is close to the $z$ axis. This degree of freedom is characterized by the angle $\phi_3$ between the planes, respectively, defined by $(\vec{k}_1, \vec{k}_3)$ and $(\vec{k}_3, \vec{k}_4)$ and results in a circular ($C_{\infty}$) symmetry of the emission.

However, such circular symmetry in a process driven by phase matching would at first be expected to generate colored rings rather than a white circular spot. Such spot can be understood if we consider quasidegenerate FWM events, i.e., with all $\lambda_j$ close to $\lambda_0$. Such events have a very high occurrence probability due to an efficient pumping and seeding by the fundamental wavelength itself and intrinsic phase matching. However, their net impact on the pulse spectrum is negligible because many events of opposite directions statistically compensate each other. As a consequence, quasidegenerate FWM events are not considered in usual conditions.

In our configuration with crossing beams, however, spectrally quasidegenerate events must be considered because they result in the emission of photons within the incident fundamental spectral peak, but in directions outside those of the initial beams so that it yields a net geometrical effect. More specifically, the output photons at wavelengths $\lambda_3$ and $\lambda_4$ are emitted at angles
as derived from the cosine theorem in the triangle formed by \( \mathbf{k}_1 + \mathbf{k}_2 = (k_1 + k_2)\cos \theta_1 \mathbf{\hat{x}}, \mathbf{k}_3 \), and \( \mathbf{k}_4 \) (Fig. 6). \( \theta_1 \) and \( \theta_2 \) obviously depend on \( \lambda_1 \) and \( \lambda_2 \), so that the spectral width of the incident pulses provides a supplementary spatial degree of freedom. Scanning those wavelengths across the input spectrum therefore yields the angular distribution of the emission of \( \lambda_3 \) and \( \lambda_4 \). Furthermore, since FWM events are cascading, Eqs. (1) and (2) will iteratively increase the two-dimensional divergence of the fundamental wavelength, in a process similar to that recently described by Majus et al. [20].

We simulated such geometric broadening of the incident peaks for up to 50 cascaded FWM events. In each step, \( \lambda_1 \) and \( \lambda_2 \) are scanned from 775 to 825 nm, and generation of photons at \( \lambda_3 = 2\lambda_0 - \lambda_1 \) is considered, with \( \lambda_0 = 800 \text{ nm} \). The generation efficiency is assumed to be proportional to the intensity of \( \lambda_1 \) and \( \lambda_2 \) in the initial spectrum. The same processing is iterated, assuming that the spectrum is unaffected by the considered processes, by bootstrapping \( \theta_1 \) as the input \( \theta_0 \) for the next iteration. As displayed in Fig. 7, the fundamental radiation spreads over a wide angular range. The photon bath in the initial direction of the beams, available to sustain filamentation within those beams, is clearly depleted, while the two beams merge into a more homogeneous angular distribution of the fundamental wavelength, which bridges the gap between the two beams after typically 40 iterations.

It should be noted that, in this simple calculation, only the efficiently seeded in-plane FWM events have been taken into account. However, the emission can occur in any plane around the \( z \) axis. As a consequence, a supplementary degree of freedom should be considered, yielding an even faster and more efficient spatial broadening. Moreover, our simulation is restricted to the fundamental wavelength of the incident beams due to computing limitations, but it could in principle be extended to the full spectrum of the white-light continuum. It would then obviously yield a similar angular spreading of the beam, resulting in the bright white spot observed in the experiments.

**V. CONCLUSION**

In conclusion, we have shown that two ultrashort beams crossing at an angle of a few degrees in fused silica with adequate relative delay result in a qualitative change in the emission pattern of the continuum. While this pattern is composed of two sets of conical emission rings when the two beams propagate independently, their interaction results in a bright white circular spot, encompassing the directions of the two incident beams. This pattern change is the signature of SPM within the field resulting from the interference of the two incident beams. Moreover, the spectral broadening of the photon bath competes with the feeding of filamentation, largely reducing its contribution to the final far-field pattern.

The difference in the emission geometry of the white-light continuum and of the fundamental wavelength allows us to geometrically select the supercontinuum for spectroscopic applications of the white-light supercontinuum, such as remote sensing [3,21] or supercontinuum cavity ring-down spectroscopy [22]. For example, in our experimental arrangement, the overall losses in the blue green (BG) part of the spectrum can be less than 20–30\% , while a 2-mm-thick BG colored glass filter would reject 50–60\% of the light in the same spectral region.
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We analytically calculate the transverse energy fluxes that would be respectively induced in high-power Airy beams by the Kerr self-focusing and the Airy profile itself if they were the only active process. Under experimental conditions representative of laser filamentation experiments of high-power ultrashort laser pulses in air and condensed media, the Kerr lens induces transverse energy fluxes much larger than the Airy “prism” at the main peak. As a consequence, the curved plasma channels in Airy beams are not only a plasma spark on a curved focus, but indeed self-guided filaments, and their curved trajectory appears as a perturbation due to the linear Airy propagation regime. [DOI: 10.2971/jeos.2009.09039]
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1 INTRODUCTION

Airy beams are non-centrosymmetric, non-diffraction beams [1, 2] providing an apparent curved propagation. This lateral acceleration stems from their two-dimensional spatial intensity and phase profile,

\[ E_{\text{Airy}}(x,y,z) = \exp \left[ \frac{x + y}{x_0} - \frac{z^2}{k^2 x_0^2} \right] \]

\[ + i \left( \frac{z}{kx_0} + \frac{z(x+y)}{2kx_0^3} - \frac{z^3}{6k^2 x_0^6} \right) \]

\[ \times \text{Ai} \left( \frac{x}{x_0} + ia \frac{z}{kx_0} - \frac{z^2}{4k^2 x_0^4} \right) \]

\[ \times \text{Ai} \left( \frac{y}{x_0} + ia \frac{z}{kx_0} - \frac{z^2}{4k^2 x_0^4} \right) \]

where \( E \) is the electric field envelope, \( x \) and \( y \) the transverse coordinates, \( z \) the propagation coordinate, \( x_0 \) is an arbitrary transverse scale (typically of the order of the diameter of the main peak at \( z = 0 \)), \( k = 2\pi/\lambda \) is the wavenumber, \( \lambda \) the wavelength, and \( a \) a damping coefficient.

\[ \text{Ai}(u) = \frac{1}{\pi} \int_0^{\infty} \cos \left( \frac{t^3}{3} + ut \right) dt \]

is the Airy function of first kind and solution to the differential equation \( v'' - uv = 0 \).

At \( z \sim 0 \), a significant fraction of the light intensity is localized in a main peak of width on the order of \( x_0 \) on the other side of the beam profile. The remaining intensity spreads on the other side in a wide trail featuring oscillations with a slow damping (Figure 1(a)). The phases of these intensity oscillations are alternatively 0 and \( \pi \) (Figure 1(b)) so that their interference results in the well-known curved trajectory of the main peak. Since the trail simultaneously spreads away from the beam center of mass, the latter still propagates on a straight line, so that the Ehrenfest theorem is not violated [1, 3]. A “true” Airy profile \((a = 0)\) bears an infinite power due to a non-converging transverse intensity integral on the trail side. As a consequence, practical realizations correspond to the range \( 0 < a \leq 0.3 \), where the typical Airy beam behaviour, especially the lateral acceleration, is sustained over a finite propagation distance. This distance decreases for increasing values of \( a \) until the Airy behaviour disappears above \( a \geq 0.3 \). Although Airy profiles have been known for decades, they have attracted considerable interest recently following the first experimental realization [2] of an Airy-shaped optical beam. Such realization opened the way to applications such as the transport of particles or their sweeping out of a predefined volume [4]. The interest further rose with the generation of an Airy beam at a high intensity [5], sufficient to observe plasma channels. Close to \( z = 0 \), the main Airy peak concentrates most of the beam energy on around 1% of the surface of the beam profile. As a consequence, one could expect that the Airy propagation regime acts like a linear focusing resulting in a plasma spark at the main peak, playing the role of a (curved) linear focus. Alternatively, the observed curved plasma channel could be seen as the result of self-guided laser filamentation [6]-[10] with a trajectory bent by the Airy profile. Filamentation is a non-linear propagation regime observed for high-power, ultrashort laser pulses. It stems from a dynamic balance between Kerr self-focusing of the beam and defocusing by the self-generated plasma at the non-linear focus. This process occurs in the most intense region of the beam profile, therefore on the main peak in the case of an Airy profile [5].

The Kerr effect, at the root of filamentation, acts as a Kerr “lens” which tends to establish an inward-pointing energy flux towards the most intense region of the beam profile. On the other hand, the propagation of a beam with an Airy profile is characterized by an outward-pointing displacement of the main peak and hence in an energy flux oriented towards
2 RESULTS AND DISCUSSION

We evaluated the transverse energy fluxes that would be respectively generated by the Kerr lens and the Airy profile, if they would be the only processes at play in the propagation of the pulse. They are defined at any location in space by the transverse component of the Poynting vector \( \vec{\Pi} = \frac{1}{\mu_0} \vec{E} \times \vec{B} \), which in the paraxial approximation, amounts to

\[
\langle \vec{\Pi}_\perp (x, y, z) \rangle = \frac{1}{k} I(x, y, z) \nabla_\perp \phi(x, y, z)
\]

where \( I \) is the local intensity and \( \phi \) the local phase of the beam. The phase shift of a temporal slice of the pulse due to the Kerr effect is given in the paraxial approximation and at any \( (x, y, z) \) by \( \phi^{(\text{Kerr})} = kn_2 \int_0^z I(x, y, z) dz \) [8, 9]. Here \( n_2 \) is the nonlinear refractive index \( (n_2^{(\text{air})} = 2.4 \times 10^{-19} \text{ cm}^2/\text{W} \) in air [13]). The Kerr effect is most efficient where the intensity is strongest, i.e. close to \( z = 0 \) on the main peak of the Airy profile. If filamentation is initiated, it will maintain the intensity (and hence the Kerr lens) at high levels over its whole length. We therefore focus our analysis below on the highest-intensity region where the conditions are more favorable to the onset of filamentation, and consider that, if filament occurs, the discussion can be extended to the whole filament length. Over a short propagation distance around \( z = 0 \), we may neglect the longitudinal variation of the intensity and write \( \phi^{(\text{Kerr})} \approx n_2 k z \). As a consequence, the Poynting vector that would be induced by the Kerr lens alone is

\[
\langle \vec{\Pi}^{(\text{Kerr})}_\perp (x, y, z) \rangle = \frac{1}{k} I(x, y, z) \nabla_\perp (n_2 I(x, y, z) k z)
= n_2 I(x, y, z = 0) \nabla_\perp I(x, y, z = 0)
\]

where \( I \) is the intensity of the Airy field envelope as defined in Eq. (1).

In the region close to \( x = 0, y = 0 \), where the main Airy peak lies, a numerical analysis shows that the local Taylor series deviates quickly from the Airy function because the steep peaks in this region (see Figure 1) result in strong values of the successive derivatives. In contrast, the asymptotic development of the Airy function near to \( +\infty \) provides a good approximation of the phase gradient of the Airy profile even close to the origin, because the smooth shape of the function beyond zero corresponds to very small values of the derivatives over this whole region. As a consequence,

\[
Ai(u)|u \to \infty \sim \frac{\exp \left[ -\frac{2}{3} u^{3/2} \right]}{2 \sqrt{\pi} u^{1/4}}
\]

so that to the first order in the transverse coordinates \( x \) and \( y \), the Airy profile tends to

\[
E_{\text{Airy}}(x, y, z)|x, y \to \infty \sim \exp \left[ \frac{a \sqrt{x^2 + y^2}}{x_0} - \frac{3}{2} \left( \frac{y}{x} \right)^{3/2} + \frac{3}{2} \left( \frac{x}{y} \right)^{3/2} + i \frac{(x+y)z}{2x_0^3} \right].
\]

As a consequence, as soon as \( z/kx_0^3 \) and \( a \) are small compared to \( x \) and to \( 1 \), the phase of the Airy profile is given by

\[
\phi_{\text{Airy}}(x, y, z)|x, y \to \infty \sim \frac{(x+y)z}{2kx_0^3}
\]

one side of the beam. Recently, we suggested that a combination of Kerr- and Airy-generated energy fluxes governs the filamentation within Airy beams [11].

In this paper, we quantify the relative effects of the Airy profile and Kerr lens on propagation, and more specifically on the transverse Poynting vector, i.e. the transverse energy flow. We show that the Airy profile acts like a prism and induces a much smaller transverse Poynting vector than the Kerr lens. This domination is stronger in usual condensed media such as water or glass, and even higher in a highly non-linear medium such as CS₂. We therefore conclude that self-guiding actually occurs within the main Airy beam so that one can actually describe the curved plasma channels observed by Polynkin et al. [5] as curved self-guided filaments.
The transverse dependence of $\eta$ for $\frac{x_0}{\lambda} \ll 1$ is only governed by the intensity profile. Moreover, $\eta$ is to the first order independent from $z$. We numerically checked this independence for $0 < z \leq x_0$ and $0 \leq a \leq 0.5$. Moreover, Eq. (8) confirms that $\eta$ is highest where the intensity gradient is strongest. As a consequence, the Kerr lens is most likely to dominate the propagation in this region. We calculated the $\eta$ ratio there, as a function of the attenuation factor $a$, for an intensity of $5 \times 10^{13}$ W/cm$^2$ typical of the intensity clamping in laser filaments in air [12]. As clearly appears on Figures 3 and 4, $\eta \gg 1$ for any value of $a$ allowing an Airy acceleration of the main peak. In other words, the Kerr effect and its associated self-guiding of laser filaments are strong enough to occur within the main Airy peak in spite of the lateral acceleration that it is experiencing. This provides a clear evidence that the curved plasma channels observed by Polynkin et al. [5] are not just ionization at the high-intensity main peak of the Airy profile, but indeed correspond to self-guiding within this peak. The Airy propagation regime acts like a perturbation on this self-guiding. This perturbation results in a curved trajectory, in a way similar to turbulence deviating the filaments without destroying them [14]. One can therefore consider that filamentation and transverse Airy acceleration, hence the Kerr lens and Airy prism, are decoupled to the first order and impose their effect on the beam almost independently from each other. This decoupling is favored by the fact that the Airy- and Kerr-generated Poynting vectors have very different magnitudes, which prevents them from efficiently interfering.

$\eta$ is directly proportional to both $n_2$ and the intensity. It therefore strongly depends on the propagation medium. While $I$ is clamped to $5 \times 10^{13}$ W/cm$^2$ in air [12], the non-linear refractive indexes of glass and in water are $n_2^{(\text{glass})} = 3.2 \times 10^{-16}$ cm$^2$/W [15] and $n_2^{(\text{water})} \approx 2.7 \times 10^{-16}$ cm$^2$/W [16], respectively. The intensity in self-guided filaments in those media is clamped around $I \sim 15$ TW/cm$^2$ [15]. The $\eta$ ratio is therefore 1000 times higher in condensed media as compared with air. In Cs$_2$, $n_2$ is typically 100 times stronger than in water [17]. Although experimental values of the clamped intensity have not been reported to date, we can expect that it will be comparable to that in other condensed media like water or glass.
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Abstract: We experimentally observed optical rogue wave statistics during high power femtosecond pulse filamentation in air. We characterized wavelength-dependent intensity fluctuations across 300 nm broadband filament spectra generated by pulses with several times the critical power for filamentation. We show how the statistics vary from a near-Gaussian distribution in the vicinity of the pump to a long tailed “L-shaped” distribution at the short wavelength and long wavelength edges. The results are interpreted in terms of pump noise transfer via self-phase modulation.
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1. Introduction

There has recently been much interest in the study of extreme value or “rogue” events in nonlinear optics. Such events are associated with characteristic heavy tailed “L-shaped” probability distributions where – in stark contrast to Gaussian statistics – events much larger than the mean occur with significant probability. Initial interest in this area began in late 2007 with experiments reporting extreme value events in fiber supercontinuum generation associated with the generation of high power soliton pulses [1]. These experiments attracted widespread attention because they were carried in a regime where the spectral broadening was seeded by modulation instability, allowing important links to be made with mechanisms potentially underlying the formation of oceanic rogue waves [2].

Within the optics community, these results rapidly initiated studies into techniques for supercontinuum stabilization in the presence of noise [3-6]. Complementary work has explored non-soliton mechanisms for rogue wave formation in optical fibers, associated with the propagation dynamics and collisions of nonlinear breathers [7-8]. Aside from systems where direct analogy with oceanic waves can be drawn, other research has found that long-tailed distributions with similar extreme value or rogue wave-like statistics can appear in systems such as fiber Raman amplification and silicon photonics [9-10].

In this paper, we report a further example of nonlinear propagation exhibiting long tailed statistics characteristic of extreme value processes, thus confirming that such behavior may be very widespread in optical systems. Specifically, we study intensity fluctuations across the spectrum of a self-guided optical filament generated with pulses close to the critical power for filamentation in air [11-14]. In contrast to the experiments in fiber supercontinuum generation [1], we do not characterize the ultrafast temporal structure of the filament fluctuations, but rather characterize the wavelength dependence of the shot-to-shot intensity fluctuations across the generated filament spectrum. Our results show how the statistics vary from a near-Gaussian distribution near the center of the spectrum to long-tailed at the short wavelength and long wavelength edges. A simple numerical model is used to interpret these results in terms of pump noise transfer via self-phase modulation.

2. Experimental set-up

The experimental setup has been previously described in detail in [15], but is shown in Fig. 1 for completeness. A CPA (Chirped Pulse Amplification) Ti:Sapphire laser system delivers 200 fs pulses with pulse energy in the 1-6 mJ range (5-30 GW peak power). The centre wavelength is 815 nm and the beam diameter (at 1/e² level) is around 10 mm.

![Fig. 1. Experimental setup](image)

The beam was focused by a spherical mirror with 5 m focal length, yielding a non-linear focus (filament onset) ~3 m downstream of the spherical mirror. Self-guided filaments
typically 4 m long were generated. A pinhole selected the supercontinuum emitted by the filament, rejecting the surrounding "photon bath" and conical emission. We checked that the filament pointing stability was sufficient to prevent truncation of the supercontinuum by the iris. The supercontinuum was then scattered onto a spectrally neutral target, and the scattered light was collected using a fiber. Its spectrum was recorded at 3 nm resolution using a fiber spectrometer. For a range of different power levels as described below, an ensemble of 5000 spectra was sampled. The sampling rate of ~5 Hz was lower than the source repetition rate because of detection latency time of 200 ms, but each measured spectrum corresponded to one distinct input pulse with no averaging effect. We can record individual spectra in this way because of the low repetition rate of the source, and this represents a complementary technique to the ultrafast detection techniques that have been used to characterize soliton rogue wave events with high repetition rate fiber sources.

3. Experimental results

Figure 2(a) shows a series of experimentally measured spectra obtained at the filament output for a pulse peak power of \( P_0 = 15 \text{ GW} = 5 P_{cr} \), where \( P_{cr} = 3 \text{ GW} \) is the critical self-focusing power for air. We plot only 500 realizations from the full ensemble for clarity. As expected under these pumping conditions, the mean spectrum (bold line) exhibits significant spectral broadening. However, it is also clear from the distribution of individual spectra (gray curves) that there are considerable shot-to-shot fluctuations at wavelengths away from the 815 nm pump. Towards the spectral edges, this leads to considerable jitter in the overall filament spectral width. The qualitative differences in the fluctuations near the pump and at the edges are illustrated in Fig. 2(b) and (c) which shows the equivalent time series of the filtered intensity at wavelengths of 815 nm and 630 nm respectively.

![Fig. 2.](image)

These noise properties were examined in more quantitative detail by calculating the histograms of the intensity fluctuations at the three different wavelengths marked on Fig. 2(a). These results are shown in Fig. 3, and clearly show significant differences between the spectral centre and wings. Specifically, At 815 nm near the pump, we see a near-Gaussian distributed fluctuations, whereas on the edges of the supercontinuum at 630 nm and 966 nm, L-shaped long-tailed histograms characteristic of extreme-value behavior are observed. Although a detailed analysis of the exact nature of these statistical properties is outside the scope of this paper, we have checked that these histograms are fitted (at 5% confidence levels) by distributions such as Weibull or Pareto that are commonly associated with long tailed behavior [16]. Note that the null hypothesis of a Gaussian distribution fit to these histograms was rejected even at the 20% confidence level.

To gain improved insight into the mechanisms leading to these extreme non-Gaussian distributions, we have also characterized the distribution of the intensity fluctuations at all
wavelengths across the spectrum, not only at specific wavelengths shown in Fig. 3. Significantly, such a full analysis of the wavelength dependence of the fluctuations is possible with our particular setup that allows a large number of shot-to-shot spectral measurements, but has not been possible in the earlier work studying fiber supercontinuum generation at higher repetition rates.

![Fig. 3. Histograms at (a) 630 nm (b) 815 nm and (c) 966 nm. Insets show the same data on a log-log representation to highlight the differences in the distributions – while the distribution in (b) is bell-shaped, the distributions on the edges exhibit L-shaped characteristics.](image)

To perform such a wavelength-dependent analysis, we introduce a long-tailed “Pareto-like” metric that can be readily computed from the experimental data. Specifically, we recall that long tailed distributions are often characterized by relationships such as the Pareto Principle which states that a large fraction (typically 80%) of the events or effects under study are associated with a small (typically 20%) of the causative factors [17]. Of course, the two quantities compared in the Pareto ratio are dimensionally different, and the ratio of 80/20 is arbitrary, but it is nonetheless a very useful concept to characterize the tendency of a particular distribution to exhibit extreme value or long-tailed characteristics. In quantitative terms, we consider the ensemble of spectra obtained \([I_n(\lambda)]\) with \(n = 1\ldots N\) (\(N = 5000\) in our case). At the considered wavelength \(\lambda_0\) we sort the spectra by decreasing values so that \(I_0(\lambda_0) > I_1(\lambda_0) > I_2(\lambda_0) > \ldots > I_N(\lambda_0)\) and then compute the “Pareto Metric” at \(\lambda_0\), defined by:

\[
M(\lambda_0) = \sum_{i=1}^{kN} I_i(\lambda_0) / \sum_{i=1}^{N} I_i(\lambda_0)
\]

where the first sum corresponds the kN most intense measurements at the considered wavelength, with \(k = 0.2\) is taken for consistency with the Pareto Principle. In physical terms, this yields the contribution of the kN most intense measurements to the average signal. The lowest possible value of the metric is \(M = k\) in the case of a uniform distribution, \(M \approx 0.44\) for a Gaussian distribution, whilst values of \(M > 0.5\) indicate substantial deviation from Gaussian statistics and the development of an asymmetric long-tailed probability density function.

Figure 4 shows our results characterising the wavelength dependence of the intensity fluctuations in this manner. Here we plot both the evolution of the mean filament spectrum and the corresponding metric \(M(\lambda)\) for a range of input peak powers. There are two main points to draw from these results. Firstly, the metric \(M\) is higher towards the spectral edges than near the centre, confirming the association between nonlinear spectral broadening and deviation from Gaussian statistics. Secondly (and quantitatively) the metric increases to \(M>0.5\) where we see characteristic long-tailed histogram behavior for power levels exceeding 3.7 \(P_{cr}\) and, moreover, the maximum value of \(M\) anywhere across the spectrum also increases with power, taking values of 0.52, 0.62 and 0.73 for power levels of 3.7 \(P_{cr}\), 5 \(P_{cr}\) and 5.5 \(P_{cr}\) respectively. These results extend those shown in Fig. 3 in clearly showing the difference in intensity distributions as a continuous function of wavelength across the spectrum.
4. Discussion and interpretation

The increase in the Pareto metric towards the spectrum edges of the spectrum and with higher input power indicates strong correlation between nonlinear spectral broadening in the filament and the appearance of long-tailed statistics. This is a further example of an optical system in which nonlinearity generates extreme-value behaviour, complementing other recent studies in other systems [9, 10]. Significantly, although a complete description of filament supercontinuum generation is complex, a satisfactory qualitative interpretation of our results above can be obtained assuming that spectral broadening is dominated by self-phase modulation (SPM). We have numerically calculated the output spectrum after SPM by calculating the intensity-dependent non-linear phase imposed to each temporal slice of the pulse and computing the Fourier transform of the output electric field. The considered intensity of $5 \times 10^{13}$ W/cm$^2$ [11-14], propagation distance of 5 cm (typical of the distance over which the initial SPM-dominated broadening occurs), pulse duration of 100 fs, and nonlinear refractive index of air, $n_2 = 2.84 \times 10^{-19}$ cm$^2$/W were typical of filamentation. We performed 1000 realisations with Gaussian-distributed intensity noise (at $\pm 2\%$ standard deviation) and wavelength jitter ($\pm 3$ nm standard deviation), yielding an ensemble of 1000 spectra.

The mean spectrum and the corresponding Pareto-metric from Eq. (1) are shown in Fig. 5. Although we would not expect a simplified SPM-based model to be quantitatively accurate, the results nonetheless show that noise-driven SPM broadening provides a good qualitative description of the spectral characteristics measured in our experiments. In particular, the increase in the M-metric towards the spectral edges and the associated deviation from Gaussian to long-tailed L-shaped statistics are well-reproduced in our simulations. Reproducing the simulation with different intensity and wavelength jitters, we found that both parameters combine additively to generate a L-shaped statistics. However, for intensity and wavelength noises typical of CPA laser chains, the individual contribution of the wavelength jitter contributes more efficiently to the generation of an L-shaped statistics.
Fig. 5. (a) Mean spectrum (log scale, left axis) and Pareto metric $M(\lambda)$ (right axis) for 1000 realizations of noise-induced SPM. Peak spectral intensity is 57 dB. (b) and (c) Histograms of spectral intensities at 650 nm and 1100 nm respectively. Insets use a log-log representation.

It is important to stress, however, that although these results are certainly suggestive of the dominant role of SPM in transforming Gaussian pump noise into L-shaped statistics, the filamentation process itself involves a number of other processes whose role necessitates further study. In particular, we note that our experimental filtering of conical emission from the measurements may potentially exclude noise contributions due to plasma effects.

We also investigated experimentally the effect of additional noise sources in the system, specifically inserting a strong turbulence area ($C_n^2 \approx 10^9$ m$^{-2/3}$, $\approx 10^4$ times the highest atmospheric values [18]) over 1 m along the propagation region. We previously reported that filaments propagate almost unaffected in such conditions [19]. We observed that the turbulence leads to two competing effects depending on input power. In the low-power regime ($2.9 P_{cr}$), turbulence affects only marginally the spectral dependence of the Pareto-metric in Fig. 4(b). At higher power ($7.5 P_{cr}$), strong turbulence destroys typically 90% of the filaments. The intensity distribution in a given wavelength range is therefore governed by whether or not a filament is formed. In this distribution, high intensities at any wavelength correspond to the occurrence of a filament, whose formation can then be considered as an extreme (“rogue”) event. The intensity distribution is therefore L-shaped not only on the edges of the spectrum, but also over the whole spectrum, including around the central wavelength where the Pareto-metric increases beyond 0.5.

5. Conclusions

The major result presented here has been the experimental observation of optical rogue wave statistics in the self-guided filamentation of high-power femtosecond pulses propagating in both still and highly turbulent air. Our experiments are in contrast to the ultrafast measurement techniques used to directly characterize rogue wave soliton pulses on the long wavelength edge of fiber supercontinuum spectra. Rather, we record an ensemble of broadband filament spectra and characterize the wavelength-dependence of the intensity fluctuations across the 300 nm broad white-light continuum. By introducing a convenient Pareto-like metric, we have shown how the statistics vary from a near-Gaussian distribution in the vicinity of the pump to a long tailed “L-shaped” distribution at the short wavelength and long wavelength edges. Based on a simple numerical model, we have interpreted our results in terms of pump noise transfer via self-phase modulation.
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Contribution of water droplets to charge release by laser filaments in air
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We measured the electric charge release from single water microdroplets illuminated by ultrashort laser filaments in air. This charge is up to 600 times larger than from a comparable filament volume in air. In contrast, for atmospheric droplet concentrations and sizes, the volume-averaged overall droplet contribution to the charge is small as compared with that of the filaments along its whole propagation path. © 2009 American Institute of Physics. [DOI: 10.1063/1.3220066]

Self-guided filaments are generated by ultrashort laser pulses through a dynamic balance between Kerr self-focusing and defocusing by the free electrons released from the propagation medium by the pulse itself. Filaments can propagate over distances beyond 100 m, are initiated remotely and propagate through fogs and clouds, or reduced pressures. Hence, they are ideally suited for atmospheric applications. In particular, charges released by the filaments provide an electrically conducting path for high-voltage discharges or lightning control, and assist water nucleation in the atmosphere in a similar way as cosmic rays or other ionizing particles do.

In wet meteorological conditions or under rain, droplets hit by the laser ionize and contribute to the generation of electric charges in the atmosphere. On the timescale of the pulse duration, spherical droplets focus the beam onto a nanometric hot spot, where the ionization efficiency is strongly increased. Then, the droplet explodes within a few microseconds due to the energy released by the pulse. At this time, both the local charge release at the hot spot and the charge stabilization close to the particle surface yield an inhomogeneous charge distribution within the droplet. As a consequence, individual fragments resulting from droplet explosion bear a net charge, which can further ionize the surrounding atmosphere. Up to now, this charge had neither been estimated nor considered in models of filamentation in the atmosphere.

In this letter, we estimate the contribution of water droplets to the laser-induced electric charge release along laser filaments. We show that it is much higher than the charge released by a comparable volume of the filament in air. How-ever at typical atmospheric droplet densities, their spatially averaged contribution is smaller than that of air. As a consequence, the charges released by the droplet either rapidly neutralize each other or can be considered as a secondary process in lightning control experiments using laser filaments.

The Helvetera platform delivered laser pulses of up to 27.5 mJ energy and 65 fs Fourier-limited duration (420 GW peak power) at a wavelength of 800 nm and 100 Hz repetition rate. The slightly diverging beam (f/D=1400) had an initial diameter of 2×2.4 mm. In a first configuration, the laser was slightly focused by an f=2.8 m lens. 1-m-long laser filaments started at the nonlinear focus ~3.5 m downstream, between two planar electrodes of 1×1 cm that were swept along the beam. Alternatively, the beam was strongly focused between the electrodes by an f=5 cm lens.

One electrode was set to a potential of +2 kV, while the other one was grounded through a 27 kΩ resistor. The time-integrated voltage at the resistor, measured with 12.5 kHz bandwidth, yielded the total collected charge, assuming a constant dielectric permittivity.

A piezoelectric nozzle (Microdrop MD K 140, and MD E 201H driver) launched ~100 μm diameter water droplets, synchronized so that each laser shot hit a droplet between the electrodes. The data acquisition was triggered by a sonometric detector recording the acoustic shockwave of the droplet explosion to ensure its presence in the beam. The experiment was performed at atmospheric pressure, 20–22 °C temperature and relative humidity of 30–35%.

We detected charge only on the high-voltage (positive) electrode, excluding the detection of positive ions. The laser conditions had little influence on the time of flight (TOF) of the collected charges, excluding fragments which ejection speed strongly depends on the incident laser intensity. Finally, we collected almost no free electrons, since their mobility (10⁴ cm²/s·V in air) would lead to a TOF of 25 ns to the positive electrode, much longer than the picosecond time scale of attachment. In contrast, the average TOF of the detected charge carriers amounts to 50–65 μs, consistent with the cm²/s·V range of the O₂⁻ ions mobility in a weakly ionized plasma. Our relatively slow measurement therefore mostly focuses on the O₂⁻ ions, which are representative of the charge generated in the filaments. More precisely, the electron density after the laser shot is governed by

---
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\[ dN_e/dt = -\eta N_e - \beta N^2, \]
where \( \eta \) and \( \beta \), respectively, represent the attachment to \( \text{O}_2 \) molecules (yielding \( \text{O}_2^- \) ions) and the recombination with positive ions. In air at atmospheric pressure, \( \eta = 7.5 \times 10^6 \text{ s}^{-1} \) and \( \beta = 3.9 \times 10^{-3} \text{ cm}^3 \text{ s}^{-1} \), so that 5.8% of the electrons undergo attachment and generate \( \text{O}_2^- \) ions.

The longitudinal dependence of the charge collected along a bundle of 3–5 filaments in air, for 22 mJ pulses of 65 fs Fourier-limited duration (Fig. 2) follows the typical plasma density in filaments. This confirms that our measurement is representative of the charge generated in the filament and validates the detection technique. Considering three plasma channels with a typical electron density of \( 10^{16} \text{ cm}^{-3} \) in the 10 \( \mu \text{m} \) diameter core of the filaments, the 1 cm long filament section located between the electrodes bear \( \sim 3.8 \text{ nC} \). We therefore collect almost 0.5% of the initial electron density, i.e., almost 9% of the generated \( \text{O}_2^- \) ions. This limited collection efficiency is due to a partial neutralization of the \( \text{O}_2^- \) ions by recombination during their TOP to the electrodes.

Inserting a 100 \( \mu \text{m} \) droplet in the middle of the filament bundle (\( z = 375 \text{ cm} \)) increases the collected charge by several pC [Fig. 3(a)]. The droplet contribution steeply increases from 8 to 24 pC above 120 GW incident power, i.e., when the pulse intensity reaches several hundreds of GW/cm\(^2\), sufficient to fragment the droplet,\(^{16}\) even if they are not hit by the filament itself. Below 120 GW, the charge release by the droplet is almost constant, consistent with the intensity clamping within the filaments.\(^{23}\) The threefold increase in the charge released by the droplet, as compared with the 1 cm long section of the filaments bundle, corresponds to a local 600-fold increase for a comparable volume.

In contrast, the charge emitted by the droplet in a strongly focused incident beam [Fig. 3(b)] continuously varies with the incident power until 3 GW (\( 2 \times 10^{14} \text{ W/cm}^2 \) at the 80 \( \mu \text{m} \) diameter waist) and then saturates, reaching a value about ten times the charge released in air in similar focusing conditions. Such enhancement corresponds to a factor of 900 when comparing with an equivalent volume of air illuminated by a strongly focused beam. The continuous increase in the emitted charge is due to the fact that the intensity at the focus is proportional to the incident power, contrary to the clamped intensity of the filaments.

Although the local charge release by the droplets is strong as compared to that released by the filaments in the air, the \textit{spatially averaged} contribution is moderate. A typical cloud density of 1 droplet/mm\(^3\) (Ref. 24) corresponds to 10 droplets per meter along a 100 \( \mu \text{m} \) diameter filament. The droplets therefore cover only 0.1% of the filament volume, which averages their 600-fold local enhancement in the charge release to only 60% of the total generated charge. Typical atmospheric cloud particles are however 10 to 100 times smaller than in our experiments, and therefore release much less charges. As a consequence, the contribution of atmospheric droplets to the charge release is marginal in the action of ultrashort laser pulses in the atmosphere, e.g., in the context of lightning triggering. However, they could locally contribute to the droplet growth through electrostatic collapse resulting in larger, more stable droplets.

Both the absolute charge emitted by a droplet and its relative contribution to the total generated charge are higher for longer, chirped pulses up to 3.5 ps (Fig. 4). Longer pulses ionize water more efficiently by allowing cascade ionization, contrary to subpicosecond pulses. The charge release in the air depends less on the pulse duration, since the contribution of avalanche ionization for durations below 10 ps keeps moderate (e.g., 12% for \( \tau = 10^{12} \text{ W/cm}^2 \)). As a consequence, self-compression in the filaments\(^{25}\) is expected to limit the charge release efficiency of the droplets illuminated by filaments, and therefore to reduce the contribution of atmospheric aerosols to the ionization. Moreover, since the pulse duration inside the filaments depends little on that of the incident pulses, the initial chirp of the pulses does not influence much the charge released by the filaments in air.

As a conclusion, we have characterized the contribution of individual water droplets to the electric charge generated in air by filamenting as well as strongly focused ultrashort laser pulses. Droplets of 100 \( \mu \text{m} \) diameter significantly enhance the local charge generation under filament illumina-
tion, up to a factor of 600 at the droplet scale. However, actual atmospheric aerosols have a negligible space-averaged contribution to the atmospheric ionization and their influence on the action of laser filaments on the electric activity of thunderclouds is negligible. The electrostatic collapse of droplets of opposite charge may however contribute to droplet growth in subsaturated atmospheres\(^1\)
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\(^17\)A detailed description of the laser system can be found under: http://www.gap.unige.ch/biophotonics/helvetera.htm.
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We show that higher-order nonlinear indices \(n_5, n_6, n_8, n_{10}\) provide the main defocusing contribution to self-channeling of ultrashort laser pulses in air and argon at 800 nm, in contrast with the previously accepted mechanism of filamentation where plasma was considered as the dominant defocusing process. Their consideration allows us to reproduce experimentally observed intensities and plasma densities in self-guided filaments.
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The filamentation of ultrashort laser pulses in gases [1] has attracted a lot of interest in recent years because of its physical interest as well as its potential applications [2–5]. Filaments are self-channeled structures propagating over many Rayleigh lengths without diffraction. They are generally considered to stem from a dynamic balance between Kerr focusing and defocusing by the plasma generated at the nonlinear focus. Numerical simulations based on this balance report a core intensity of several \(10^{13}\) W/cm\(^2\) and typical electron densities of several \(10^{16}\) cm\(^{-3}\) [3,4]. Consequently, plasma ionization is generally admitted as necessary for an ultrashort pulse to experience self-channeling in gases.

But the plasma density provided by this description of filamentation appears overestimated as compared with experimental measurements. As reviewed in [6], such measurements are dispersed over several orders of magnitude, especially due to different focusing conditions and divergent assumptions about the core diameter of the filaments, but the electron density in a filament generated by a slightly focused beam is more likely to amount to \(10^{14}\)–\(10^{15}\) cm\(^{-3}\) [6]. This value, as well as the discrepancy by more than 1 order of magnitude with numerical simulations, was recently confirmed [7]. The observation of so-called plasma-free filamentation [8,9], as well as the consideration that a balance between the instantaneous Kerr term and the time-integrated plasma contribution implies strongly asymmetric pulse shapes [10], periodically led to the challenge of the role of plasma in laser filamentation.

However, up to now, no other process seriously challenged plasma as the main defocusing process balancing the Kerr self-focusing. Nurhuda \textit{et al.} proposed that the saturation of the nonlinear susceptibility \(\chi^{(3)}\) should be taken into account [11]. Such saturation can be described as negative higher-order Kerr terms. The nonlinear index of air induced by high-power femtosecond laser pulses can be written as \(\Delta n_{\text{Kerr}} = n_2 I + n_4 I^2 + n_6 I^3 + n_8 I^4 + \ldots\), where \(I\) is the incident intensity and the \(n_{2,4}\) coefficients are related to \(\chi^{(2)}\) susceptibilities. This nonlinear index is generally truncated after its first term, \(n_2\) [2–5], mostly because of the lack of data about the values of the subsequent terms.

Numerical works have investigated the influence of the quintic nonlinear response on the propagation dynamics in gases, although without knowledge of its value [12–16]. They showed that \(n_4\) is negative; i.e., the \(\chi^{(5)}\) susceptibility is a defocusing term. It tends to stabilize the propagation of ultrashort laser pulses in air and to decrease both the electron density and the maximal on-axis intensity. Consequently, the losses due to multiphoton absorption (MPA), which lead to the end of the filamentation, are reduced and pulse self-channeling is sustained over longer distances. However, plasma generation still appeared as necessary for filament stabilization. Moreover, the value of \(n_4\) was set arbitrarily, which limits the conclusiveness of these studies. Finally, the lack of data prevented any evaluation of a possible effect of the further-order nonlinear refractive indices.

However, the higher-order Kerr indices have recently been measured in \(\text{N}_2\), \(\text{O}_2\), and \(\text{Ar}\) by Loriot \textit{et al.} [17]. The reader is referred to this work for a detailed description of this experimental determination. In this Letter, we investigate their influence on numerical simulations of laser filamentation. We show that their values are sufficient to provide the dominant contribution to the defocusing terms of self-channeling. Their implementation in numerical simulations yields the experimentally observed plasma density. As a consequence, contrary to previously held beliefs, a plasma is not required for the observation of filamentation. Rather, plasma generation can be considered as a by-product of the self-guiding of laser filaments.

We implemented these nonlinear coefficients into a numerical model describing the propagation of ultrashort high-power pulses [18]. We consider a linearly polarized incident electric field at \(\lambda_0 = 800\) nm with cylindrical symmetry around the propagation axis \(z\). The scalar envelope \(e(r, t, z)\), assumed to vary slowly in time and along \(z\), evolves according to the propagation equation:
Air, up to the nonlinear effects (i.e., the nonlinear refractive index of order group-velocity dispersion (GVD), instantaneous terms of Eq. (1) account for spatial diffraction, second time in the reference frame of the pulse. The right-hand side of Eq. (1) is the second order dispersion coefficient, \( \kappa^2 \) is the second order dispersion coefficient, \( \rho \) is the electron density, \( \rho_e = e_0 m \omega_0^2 / \epsilon^2 \) is the critical electron density, \( m \) being the electron mass and \( \epsilon \) its charge. \( W_\ell(\{|l|e|^2\})U_t(\rho_{at} - \rho) \) refers to the retardation time in the reference frame of the pulse. The right-hand terms of Eq. (1) account for spatial diffraction, second order group-velocity dispersion (GVD), instantaneous nonlinear effects (i.e., the nonlinear refractive index of air, up to the \( n_8 \) term), plasma defocusing, inverse Bremsstrahlung and multiphoton absorption, respectively. As compared with previously published data [17], we used values of the higher-order refractive indices (Table I) incorporating the correction for the coherent artifact [19], i.e., adequately subtracting its electronic contribution at play in the original measurement of Ref. [17]. This correction results in dividing each \( n_{2j} \) term by \( j+1 \). Owing to the short pulse duration (30 fs) used in the simulations, the delayed orientational response is disregarded. The propagation dynamics of the electric field is coupled with the density of the electrons originating from the ionization of both \( \text{O}_2 \) and \( \text{N}_2 \): \( \rho = \rho_{\text{O}_2} + \rho_{\text{N}_2} \). This density is governed by the multispecies generalized Keldysh-PPT (Perelomov-Popov-Terent’ev) formulation [3,6].

We used this model to simulate the propagation of an ultrashort pulse typical of laboratory-scale experiments: 1 mJ energy, 30 fs FWHM pulse duration without initial chirp (hence, about 3.9 critical powers \( P_{cr} \)), an initial waist of \( \sigma_0 = 4 \text{ mm} \), a focal length \( f = 1 \text{ m} \) and a pressure of 1 bar. Figures 1 and 2 compare the numerical results of the full model implementing Kerr terms up to \( n_8 \) and of the classical model, where the Kerr term is truncated to \( n_2 \). Both models lead to self-guided filaments. The full model yields a lower maximum intensity (31.6 TW/cm\(^2\) vs 78 TW/cm\(^2\)), although these values lie within the range of published experimental data in comparable conditions [2–5]. On the other hand, the full model predicts an electron density 40 times below the classical one (1.1 \( \times \) 10\(^{15}\) cm\(^{-3}\) vs 4.2 \( \times \) 10\(^{16}\) cm\(^{-3}\)). While the latter value is comparable with the output of other numerical works [2–5], the full model agrees with the available experimental measurements of the electron density [6,7].

Note that, with the considered parameters, the full model yields a more strict intensity clamping than the classical one [20]. It predicts an intensity constant within 20% over 15 cm (vs 9.5 cm in the case of the classical model), a length well comparable to experimental data reported to date in air for mJ pulses [3,4,21,22]. This stricter clamping can be explained by the lower electron density, which results in weaker multiphoton losses, allowing a slower decay of the filament intensity and ionization. The full model also yields a narrower output spectrum (Fig. 3),

<table>
<thead>
<tr>
<th>Species</th>
<th>( n_2 (10^{-19} \text{ cm}^2/\text{W}) )</th>
<th>( n_4 (10^{-33} \text{ cm}^4/\text{W}^2) )</th>
<th>( n_6 (10^{-46} \text{ cm}^6/\text{W}^3) )</th>
<th>( n_8 (10^{-59} \text{ cm}^8/\text{W}^4) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{N}_2 )</td>
<td>1.1 ( \pm ) 0.2</td>
<td>( -0.5 \pm 0.27 )</td>
<td>1.4 ( \pm ) 0.15</td>
<td>( -0.44 \pm 0.04 )</td>
</tr>
<tr>
<td>( \text{O}_2 )</td>
<td>1.6 ( \pm ) 0.35</td>
<td>( -5.2 \pm 0.5 )</td>
<td>4.8 ( \pm ) 0.5</td>
<td>( -2.1 \pm 0.14 )</td>
</tr>
<tr>
<td>Air</td>
<td>1.2 ( \pm ) 0.23</td>
<td>( -1.5 \pm 0.3 )</td>
<td>2.1 ( \pm ) 0.2</td>
<td>( -0.8 \pm 0.06 )</td>
</tr>
</tbody>
</table>

FIG. 1 (color online). (a) On-axis intensity and (b) plasma density as a function of the propagation distance for the classical model (considering only \( n_2 \) term of the Kerr index and the plasma defocusing), the full model, as well as the full model without plasma.

FIG. 2 (color online). Fluence distribution in air as a function of the propagation distance for the full model (a) and the classical model including \( n_2 \), ionization and GVD only (b). The white lines display the quadratic radius as a function of the propagation distance.
which better fits experimental data in air [3,4]. It should therefore be considered as the reference model for numerical simulations of filamentation. Note that the almost symmetric shape of the spectrum is due to the neglection of self-steepening.

On the other hand, neglecting the ionization in the full model [see Fig. 1(a)] almost does not affect the simulation output. This shows that, in contrast to the classical understanding of filamentation in gases, the self-guiding process and plasma generation are almost decoupled. Instead, the negative higher-order nonlinear indices \( n_4 \) and \( n_6 \) constitute the dominant regularization terms leading to filamentation in air at atmospheric pressure. This limited influence of the ionization on the filamentation dynamics when higher-order nonlinear indices are adequately considered sheds a new light on the possibility of ionization-free filamentation [8], which appears as a natural possibility in the context of the full model. Still, the dominant contribution of higher-order Kerr terms does not prevent ionization [Fig. 1(b)], which may contribute, e.g., to the conical emission.

We checked that the above conclusions are not restricted to a particular set of values of the nonlinear refractive indices. Indeed, qualitatively comparable results have been obtained when varying the indices by several tens of percent, comparable with the experimental uncertainties on the nonlinear indices. Furthermore, to compare the above molecular results with an atomic gas where no molecular orientation occurs, we performed simulations for argon, where the ionization potential is close to that of the air molecules [23], thus behaving in a similar manner as far as ionization is concerned. As in the case of air, we refined the corresponding indices to take the coherent artifact into account. The resulting values are summarized in Table II. Like in air, the full model yields lower filament intensity (28.5 TW/cm\(^2\) vs 80.9 TW/cm\(^2\)) and electron density (5.2 \times 10^{13} \text{ cm}^{-3} vs 4.1 \times 10^{16} \text{ cm}^{-3}) than the classical model (Fig. 4). Also, the evolution of the fluence profile as a function of propagation distance (Fig. 5) is quite similar in both models.

The space-time dynamics shows more differences between the full and the classical models (Fig. 6). In both cases, the pulse splits into two subpulses around 1.05 m propagation, but the full model predicts an almost symmetrical temporal profile pattern all along propagation, while the classical model yields a largely asymmetric one. This behavior illustrates the different temporal dynamics of higher-order Kerr terms as compared with the plasma generation. The former is an instantaneous phenomenon depending only on the intensity. In contrast, the plasma generated during the pulse accumulates, resulting in an ever growing contribution. As a consequence, the leading edge of the pulse propagates in a low plasma density while the trailing edge is more defocused by the much higher electron concentration it encounters. Moreover, the lower losses due to the lower plasma density in the full model allows a slight refocusing cycle around 1.15 m, which is not predicted by the classical model. The results of the full model stay unaffected when the plasma is not taken into account (e.g., the peak intensity only increases by 0.6%), which confirms that the filamentation process, including the pulse splitting is indeed driven by the higher-order Kerr terms when they are considered.

These differences in time-space dynamics illustrate the interest of implementing all orders of the Kerr effect in numerical simulations of filamentation in gases. Since successive terms \( n_{2k}\) of the Kerr index are of alternate signs and have comparable values at an intensity of about 30–35 TW/cm\(^2\) [17], the inclusion of all terms up to \( n_8 \) in air (resp. \( n_{10} \) in argon) is necessary to adequately simulate the propagation of filamenting ultrashort pulses.

![FIG. 3 (color online). Spectrum after 2 m propagation in air at atmospheric pressure.](image-url)

![FIG. 4 (color online). (a) On-axis intensity and (b) plasma density as a function of the propagation distance for the classical model (considering only \( n_2 \) term of the Kerr index and the plasma defocusing) and the full model, in Argon under 1 bar pressure.](image-url)

**TABLE II.** Coefficients of the nonlinear refractive index expansion of Ar at 1 bar pressure, as used in the present work [17].

<table>
<thead>
<tr>
<th>( n_2 ) ((10^{-19} \text{ cm}^2/\text{W}))</th>
<th>( n_4 ) ((10^{-33} \text{ cm}^4/\text{W}^2))</th>
<th>( n_6 ) ((10^{-45} \text{ cm}^6/\text{W}^3))</th>
<th>( n_8 ) ((10^{-59} \text{ cm}^8/\text{W}^4))</th>
<th>( n_{10} ) ((10^{-74} \text{ cm}^{10}/\text{W}^5))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 (\pm 0.09)</td>
<td>(-0.37 \pm 1)</td>
<td>0.4 (\pm 0.05)</td>
<td>(-1.7 \pm 0.1)</td>
<td>8.8 (\pm 0.5)</td>
</tr>
</tbody>
</table>
The observation that ionization, as well as GVD, almost do not affect the results of the full model provides an opportunity to speed up the numerical simulations. Neglecting the ionization typically cuts the computation time by a factor of 3 with little impact on the result in the conditions shown above. A parametric study would be necessary to determine the conditions, and especially the wavelengths and materials where such approximation is legitimate. Such study shall compare the intensities yielding a dynamic balance of the Kerr terms on one side, and between Kerr and plasma contributions on the other side. In air, where these intensities amount to 31.6 TW/cm² and ∼78 TW/cm², respectively, the lower intensity for pure Kerr balance ensures the domination of the latter process. Depending on the respective values of the higher-order nonlinear indexes and ionization rates, the respective balance intensities may switch, leading to the domination of the Kerr-plasma balance.

In conclusion, we have shown that the recently measured higher-order nonlinear indices of air (up to $n_8$) or argon (up to $n_{10}$) dominate both the focusing and defocusing terms implied in the self-guiding of ultrashort laser pulses in these gases. As a consequence, contrary to previously held beliefs, a plasma is not required to generate filamentation in gases, and its generation is quite decoupled from the self-guiding process. Instead, filamentation is, at least in the considered conditions, governed by higher-order nonlinear indices. The usual definition of a filament as a dynamic balance between the $n_2$ Kerr self-focusing and defocusing on the plasma shall therefore be revisited. Filamentation in gases rather appears as a nonlinear self-guided propagation regime sustained by a dynamic balance between nonlinear self-focusing and defocusing effects. Depending on experimental conditions, the latter can include higher-order Kerr terms and free electrons with respective weights depending on the propagation medium considered.
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Abstract We experimentally and numerically characterize multiple filamentation of laser pulses with incident intensities of a few TW/cm². Propagating 100 TW laser pulses over 42 m in air, we observe a new propagation regime where the filament density saturates. As also evidenced by numerical simulations in the same intensity range, the total number of filaments is governed by geometric constraints and mutual interactions among filaments rather than by the available power in the beam.

1 Introduction

The propagation of ultrashort intense laser pulses in air or other transparent media is characterized by filamentation [1–5], a self-sustained propagation regime where a dynamical balance is established between Kerr-lens self-focusing and defocussing by further nonlinear processes like interaction with plasma generated at the nonlinear focus or other higher-order saturation effects [6]. Filamentation is now well characterized from the milli-Joule to the sub-Joule levels, corresponding to powers from the GW up to the TW for pulse durations in the fs range. Recently, we demonstrated that filamentation still occurs at the multi-J level [7], displaying similar physics as at lower energies. However, this experiment was conducted with relatively long pulses between 520 fs and 65 ps. Moreover, the beam was emitted vertically, so that filaments were observed indirectly by imaging or LIDAR (Light Detection and Ranging) from the ground. Therefore, a direct comparison of multi-TW pulse dynamics with the experimentally reported results at much lower powers and shorter pulse durations (30–200 fs) was not straightforward.

A prominent property classically attributed to filamentation is the linear dependency of the filament number with the input power. As early as 1973, Campillo et al. [8] theoretically predicted from the cubic Schrödinger equation that self-focusing cells should each contain a number of critical powers, \( P_{\text{cr}} \), depending on their shape, with a minimum of \( 6.7 P_{\text{cr}} \) in the case of square cells. In the context of self-channeling of femtosecond filaments, several experimental data collected from different laser systems confirmed a linear dependence of the filament number with power, with one filament per \( \sim 5 P_{\text{cr}} \) \( (P_{\text{cr}} \approx 4 \text{ GW in air at 800 nm}) \). Such value was observed close to the filamentation threshold [9–11], in the multiple-filamentation regime of TW-class lasers [12], as well as in the case of multi-TW, multi-Joule experiments (26 J, 32 TW) [7].

In this work, we investigate the horizontal propagation of a 3 J, 100 TW (30 fs) laser pulse over 42 m in air. We char-
acterize the density of the high-intensity filaments, which substantially deviates from the above-recalled linear dependency. This deviation results from the saturation of the filament number per unit surface of the transverse beam profile, based on the typical cross-section of the photon bath surrounding the filament cores along their self-guiding. Dimensions of this cross-section put an upper limit on the local filament density, which becomes almost independent of the input power along the self-guiding range. While our finding challenges the previously established linearity rule, it provides new evidence that both the filament occupation constraints inside photon baths and their mutual interaction are key ingredients of the multifilamentation dynamics. Three-dimensional numerical simulations confirm these features by reproducing the major experimental patterns at comparable incident intensities over smaller beam scales.

2 Material and methods

Experiments were performed using the Ti:Sa chirped pulse amplification chain at Forschungszentrum Dresden-Rossendorf. The laser provided up to 3 J, 100 TW pulses of 30 fs duration, at a repetition rate of 10 Hz and central wavelength of 800 nm. The pulse energy was adjusted by rotating a half-waveplate associated with a polarizer before the grating compressor. The beam was transported in a vacuum tube to the experimental hall, where it was launched, collimated (i.e. as a parallel beam) with a diameter of \(\sim 10\) cm, through a 6 mm thick fused silica window, into 42 m of free propagation in air. The dispersion in the window was pre-compensated by adequately adjusting the grating compressor of the laser system.

The multiple filamentation of the beam was characterized by both single-shot burns on photosensitive paper (Kodak Linagraph 1895, see Fig. 1), and single-shot still photographs on an optically neutral screen, recorded by a CCD camera equipped with density filters. Each filament in the beam profile was then individually identified on the images or burns, as a bright or a black spot, respectively, and located by its transverse coordinates relative to the centre of the beam. The same process, performed on either of the red, green or blue layers of the CCD camera or the burn images, yielded consistent filament numbers, with typically 10% deviations. Based on this filament identification, we computed the local filament density at any location across the laser beam.

Densitometry measurements on the red layer of the CCD camera images provided fluence profiles of the beam, which were calibrated by integrating this profile over the transverse plane at the considered propagation distance \(z\) and normalizing through the input pulse energy, neglecting the losses along propagation. This method mainly focuses on the photon bath and discards the most intense part of the filaments, which occupy a small fraction of the profile and whose fluence is truncated by the dynamics of the detector. The fluence profile is converted into intensity by dividing all flu-

Fig. 1 Beam profiles on burn paper of multi-TW, 30 fs pulses propagating in air, as a function of the incident power and propagation distance. Most filaments appear on lines along which filaments are spaced by a few mm.
ence values by the pulse duration, which is assumed to be close to the initial one, since the photon bath is barely affected by plasma temporal distortions.

To get more insight into the mechanism leading to the saturation of the filament density, we performed a spatially resolved analysis of the measured intensity profiles. We sampled the beam profile into 187 square elementary surfaces of 6.6 mm × 6.6 mm. In each elementary surface at location \( \mathbf{r} \), we counted the filament number, which, divided by the elementary surface provided the local density of filaments \( N(\mathbf{r}) \). Moreover, the intensity profile from the densitometry, numerically averaged over the elementary surface, provided the local photon bath intensity \( I_{\text{bath}}(\mathbf{r}) \). We next compute the ratio \( p(\mathbf{r}) = I_{\text{bath}}(\mathbf{r})/N(\mathbf{r}) \) in each elementary surface. This ratio corresponds to the power per filament in the considered surface, around the considered transverse position \( \mathbf{r} \) in the beam. Owing to the transverse dimension of the beam and the fact that interactions between self-focusing cells are local, we consider the 187 elementary surfaces as almost independent. Sorting the elementary surfaces according to their intensity and averaging the values of \( N(\mathbf{r}) \) for each value of \( I_{\text{bath}} \) yield the average value \( N(I_{\text{bath}}) \) and thereby the mean value of \( p \) for any \( I_{\text{bath}} \): \( p(I_{\text{bath}}) \), which will be plotted in Fig. 4.

To understand the mechanism of filament saturation along the self-guiding stage, we also integrated the standard propagation model (so-called Nonlinear Envelope Equation [3]) in complete space and time resolved (3 + 1)-dimensional geometry. This model governs the laser electric field envelope \( E \) with intensity \( I = |E|^2 \) and a source equation describes plasma generation. The propagation equations take into account chromatic dispersion of air, spatetime focusing and self-steepening terms, and nonlinear (cubic) polarization with Kerr index \( n_2 = 2.5 \times 10^{-19} \text{cm}^2/\text{W} \) \( (P_{\text{cr}} = 4 \text{ GW}) \) including an instantaneous part and a Raman-delayed contribution in ratio 1/2. This choice of parameters particularly suits ultrashort infrared pulses with durations ≤ 50 fs [13, 14], undergoing plasma coupling and multiphoton absorption losses. The source equation governing the free electron density \( \rho \) includes a photo-ionization rate approached by \( W(I) = \sigma_K I^K \) with cross-section \( \sigma_K = 2.9 \times 10^{-99} \text{ s}^{-1} \text{ cm}^2/\text{W}^K \) \( (K = 8 \) is the minimum photon number requested for ionization of \( \text{O}_2 \) molecules at the laser wavelength \( \lambda_0 = 800 \text{ nm} \)), together with avalanche ionization depending on an electron collision time of 350 fs. Electron recombination is neglected over the short time scale of the pulses.

3 Results and discussion

Figure 1 displays typical multifilamentation patterns at propagation distances up to \( z = 40 \) m. The filamentary cells are organized in quasi-parallel strings mutually separated by a few mm. In each string, the filaments, identified as the most spiky structures, are separated by 1–2 mm from each other. These strings can be composed of optical cells with lower fluence, which are therefore not identified as intense filaments. The total number of filaments in the beam profile is displayed in Fig. 2 as a function of the propagation distance and the incident power. Up to 700 intense filaments are generated in the beam profile. Although this number may appear large in absolute value, it remains modest compared with the power involved. At 800 nm, an incident power close to 100 TW typically corresponds to 25,000\( P_{\text{cr}} \), which would be expected to generate up to 5000 filaments at the rate of 5\( P_{\text{cr}} \) per filament. Actually, the filament number appears to be divided by a factor of almost 10 at all investigated input energies. From Figs. 1 and 2, we can see that the total number of filaments remains in the same order of magnitude over several meters. The focal spot produces a universal pattern involving a reduced number of ordered hot spots.

Figure 3 displays statistics about the local filament density \( N(\mathbf{r}) \) over all elementary grid surfaces of 6.6 mm × 6.6 mm across the beam profile of the 96 TW pulse after 15 m of propagation. Consistent with the strong saturation of the filament number in the overall beam, the local filament density is limited to \( N_{\text{fil}} \sim 10 \text{ filaments/cm}^2 \), a value

![Fig. 2 Filament number as a function of the propagation distance and energy](image-url)
Fig. 3 Occurrence distribution of the local filament density at the propagation distance $z = 15$ m for the 96 TW pulse exceeded in only 20% of the elementary surfaces. This density corresponds to a typical distance of $\sim 3$ mm between the nearest filaments. For comparison, a photon bath intensity of $10^{13}$ W/cm$^2$ would yield a density of $\sim 500$ filaments/cm$^2$ at the classical rate of $5P_{cr}$/filament. This reduced filament density was observed all along the available propagation distances, up to 42 m, as well as when reducing the incident pulse energy or chirping the incident pulses.

Due to the strong inhomogeneity of the background intensity profile across the beam, $I_{bath}$ spans over a range of more than one order of magnitude, providing the opportunity to investigate the filament density $N$ as a function of intensity over this range. Figure 4 displays this information, showing the ratio $p(I_{bath}) = I_{bath}/N(I_{bath})$ as defined in the previous section and expressed in units of $P_{cr}$. This presentation facilitates the estimation of the power required to generate a filament in given conditions. For example, a constant power of $5P_{cr}$/filament, observed at low incident intensities, would result in the horizontal dotted line displayed in Fig. 4. Clearly, experimental data substantially deviate from this trend as soon as $I_{bath}$ exceeds a few $10^{11}$ W/cm$^2$, showing that the saturation of the filament density does not only occur in the overall beam, but also in the local dynamics of the filamentary cells. Data reported from the literature [7, 11, 12, 15] are also plotted for reference: They fit well with our present data and show that current high-power laser systems can reach this saturation regime (see the “Helvetera” data), which had however not been identified so far.

It is well-known from both theory [16, 17] and experiments [18, 19] that isolated filaments form, besides their inner core, a surrounding photon bath with transverse dimensions of several hundreds of µm. Consequently, filaments in principle require a minimum surface of several mm$^2$ to develop. This cross-section corresponds to millimeter-range spacing between filaments, under which neighboring optical cells weakly interact. The mutual attraction of filaments located a few mm apart has already been well described [20–25]. In our experiments, since we did not focus the beam, neighboring filaments can be expected to emerge in phase since they are issued from the same beam, so that interactions will be mainly attractive. In fact, we expect that in the merging process, robust filaments conveying the highest intensity will “absorb” the less intense optical cells. Therefore, underlying the saturation mechanism that limits the filament density, the interaction between filaments, initiated by their overlapping photon baths, can result in the merging of the “in excess” filaments. This merging mechanism here involves the Kerr self-focusing effect, altered by plasma generation and related losses, acting all together on interacting cells which occupy a few mm$^2$ in the beam profile at distances where the filamentation is most active. This process can be compared to that observed in the case of two beams crossing in glass, where the interferences in the photon bath reduce the available energy for filamentation and therefore decrease the filament number [26].

Thus, filaments do not only require a minimal power of $5P_{cr}$ to be initiated, but also a minimum surface to develop and survive with their own photon bath. This minimum surface can be determined as the counterpart of the upper limit of the filament density of $N_{fil} \sim 10$ cm$^{-2}$ observed in the data of Fig. 3. On this basis, we can express the fact that the filament density $N(r)$ around the position $r$ (e.g., the center of one elementary surface inside the beam) is limited by both of these constraints. An approximate description can therefore be provided by the evaluation:

$$N(r) = \min[I_{bath}(r)/5P_{cr}; N_{fil}].$$

Accordingly, the number of critical powers required to generate a filament expresses in terms of the input beam power $P_{in}$ as

$$I_{bath}(r)/[N(r)P_{cr}] = \max[5; I_{bath}(r)/(N_{fil}P_{cr})].$$
Saturation of the filament density of ultrashort intense laser pulses in air

Fig. 4 Experimental data and model (2) of the local filament density as a function of the local photon bath intensity $I_{\text{bath}}$ at $z = 15$ m for the 96 TW pulse. Previously published data in different experimental conditions are displayed for reference: Multi-TW, 100 fs pulses (Teramobile laser) [12], multijoule, picosecond pulses (Alisé laser) [7], a TW, 30 fs laser (Helvetera system) [15], and a mJ, 120 fs laser (single filamentation) [11].

Previously published data in different experimental conditions are displayed for reference: Multi-TW, 100 fs pulses (Teramobile laser) [12], multijoule, picosecond pulses (Alisé laser) [7], a TW, 30 fs laser (Helvetera system) [15], and a mJ, 120 fs laser (single filamentation) [11].

Fig. 5 Peak intensities (solid curves, units on the left-hand side axis) and energy losses (dashed curves, units on the right-hand side axis) for the beams with (a) 300$P_{\text{cr}}$ and (b) 600$P_{\text{cr}}$ computed numerically using $1/e^2$ beam waist of 5 mm in air. (c, d, e) and (f, g, h) show their respective fluence distributions in the $(x, y)$ plane. White ellipses exemplify intense filaments with highest fluence.

The low-intensity case of (1) and (2) corresponds to standard power regimes, while the high-intensity case is for the first time examined in this work. Figure 4 compares the outcome of this simple model with the experimental data. Despite the simplicity of the model, the agreement is excellent, showing the validity of the simple model proposed to predict the filament density at high intensities.

Our measurements therefore define a new filamentation regime, where the filament number density saturates at high input optical powers. This result apparently contradicts previous observations showing longer filamentation ranges and higher $N_2$ fluorescence when the beam diameter is reduced [27–29]. However, these works did not directly measure the number of filaments, but rather the $N_2$ fluorescence emitted backwards in LIDAR configuration. In fact, closely packed filaments may here be issued from the merging of several filament germs and be longer and/or more intense, yielding a stronger signal integrated along the filamenting range.

The saturation of the filament density is also well evidenced by $(3 + 1)$-dimensional numerical simulations, whose results are summarized in Figs. 5 and 6. Due to the limitations of current computer capabilities, we could not simulate the $\sim 100 \text{ cm}^2$ of the beam shown in Fig. 1 with adequate transverse resolution. Rather, we considered a smaller beam, with a long-axis beam waist of 5 mm at $1/e^2$, comparable to the size of the elementary surfaces used in the...
analysis of the experimental data. Since this size is close to the focal spots examined in [30], we used a fluence profile previously simulated in Fig. 9 of that work and recalled in Fig. 6(c). In order to investigate the saturation of the filament previously simulated in Fig. 9 of that work and recalled in the 300\(P_{\text{cr}}\) beam at \((x, y, z) = (2, 4, 1)\) m. Image cuts of the fluence profiles of the 300\(P_{\text{cr}}\) beam at \((x, y, z) = (0, 1, 3)\) m

![Image](image.png)

**Fig. 6** Surface plots of the transverse fluence profiles of the 300\(P_{\text{cr}}\) beam at (a) \(z = 2\) m and (b) \(z = 4\) m. Image cuts of the fluence profiles of the 300\(P_{\text{cr}}\) beam at (a) \(z = 0\) and (b) \(z = 1\) m

(see the “optical pillars” scenario in Ref. [30]). As expected, more cells appear in the fluence pattern with double input power. Near the nonlinear focus, we count around 46 and 116 cells at \(z = 2\) and \(1\) m for the 300 and 600\(P_{\text{cr}}\) beams, respectively. These filament numbers are compatible with the 60 and 120 filaments predicted by the classical estimation of 5\(P_{\text{cr}}\) per filament. However, in the beam with 300\(P_{\text{cr}}\), only 20 of them (the brightest spots) are capable to exceed a fluence of 0.5 J/cm\(^2\), as detailed in Fig. 6(a). A couple of meters beyond, due to energy exchanges and active plasma defocusing [22], the weak cells are absorbed by the photon bath surrounding the strongest filaments, among which 8 can still reach the same fluence level [Fig. 6(b)] within the beam surface of \(\approx 0.5\) cm\(^2\). With double power, more intense filaments are created near focus, but their number relaxes to quite similar values, i.e., around 9–10 filaments two meters after the nonlinear focus. Such process clearly illustrates the saturation of the filament density at very high incident intensities. Note the strong evacuation of energy in the beam with higher power, so that both fluence patterns become more resembling at \(z = 4\) m. Their geometric structure emphasizes more clearly the quasi-parallel lines of filaments, mutually spaced by \(\approx 2–3\) mm from each other. Scaled to 25,000\(P_{\text{cr}}\), this estimation should correspond to \(\sim 400–1600\) filaments, in reasonable agreement with the experiments (Fig. 2). Furthermore, a numerical evaluation of the 300\(P_{\text{cr}}\) beam background intensity, \(I_{\text{path}}\), yields between 40 and 50\(P_{\text{cr}}\), which holds the comparison with the curve inferred from (2) and plotted in Fig. 4.

Considering the different transverse scales of the beams, we suggest that a comparison with the experimental data requires to scale the propagation distance according to the nonlinear focal lengths, which we estimate to be approximately 15 and 1.5 m in the case of the experiments and numerical simulations, respectively. Figure 6(c) and (d) illustrate the transverse fluence patterns in the early Kerr stage of the 300\(P_{\text{cr}}\) beam. Before the nonlinear focus, Kerr-induced modulational instability breaks up the focal spot into primary cells mutually separated by the optimum transverse wavelength \(\lambda_{\text{opt}} = 10^{-16}\) cm\(^{-3}\) (not shown). Importantl, the energy losses become more pronounced at higher incident peak powers: Over the first three meters after the nonlinear focus, the relative energy loss due to plasma generation is about 10% for the 300\(P_{\text{cr}}\) pulses, whereas it reaches 20% for 600\(P_{\text{cr}}\). Furthermore, Fig. 5(c, d, e) and (f, g, h) display the fluence patterns at distances beyond the nonlinear focus. Fluence is here truncated at the maximum level of 1 J/cm\(^2\), in order to discriminate between optical structures with high and low local intensities.

Similarly to the experimental observation, filaments emerge near to the nonlinear focus along quasi-parallel lines within the profile. These lines stem from the initial beam inhomogeneities, from which small-scaled filaments emerge
pattern involving a smaller density of hot spots than in classical expectations. Small-scaled filaments are embedded inside mm-spaced strings, which are primarily designed by the fluctuations of the initial beam profile. Hence, filamentary ultrashort broad pulses tend to self-organize into a robust macroscopic ordered structure, which departs to some extent from the optically-turbulent light guide scenario proposed in Ref. [31].

Going back to the fusion mechanism recalled in the previous section, two filaments modeled as Gaussians of waist \( w_{\text{fil}} \approx 150 \mu m \) are distinguishable if their initial separation distance \( \delta \) exceeds \( 2^{1/2}w_{\text{fil}} \). In purely Kerr media, they are expected to coalesce if their individual power is larger than \( P_{\text{cr}}/4 \) but remains below critical [20]. In the presence of nonlinear saturation (plasma defocussing), however, filaments with an initial distance \( \delta \leq 10^{1/2}w_{\text{fil}} \) can merge up to a power \( P_{\text{fil}} \leq 1.35P_{\text{cr}} \) [30]. In this case, nonlinear losses relax these constraints as the filaments reach lower, near-critical powers allowing merging even from larger separation distances. Multiphoton absorption thus promotes the mutual coalescence of filaments from separation distances larger than \( 10^{1/2}w_{\text{fil}} \approx 0.5 \text{ mm} \), i.e., over the mm scale. These arguments indicate that, at the very best, only one filament can be expected to occupy an area of about 1 mm\(^2\) inside the focal spot in plasma regime, which thereby justifies the experimental and numerical observations.

### 4 Conclusion

We have investigated experimentally and numerically the multiple filamentation of high-intensity ultrashort laser pulses over 42 m in air. The filament density substantially deviates from usual linear variation with peak power, exhibiting a saturation of the filament number density across the beam profile. This saturation can be understood by considering the interaction of neighboring filaments, resulting in their mutual attraction when they are closer than a few mm from their nearest neighbors. Three-dimensional numerical simulations confirm this saturation mechanism and specify two characteristic processes in the filament dynamics: First, quasi-parallel strings of filaments are preconditioned by the initial modulations at the top of the incident beam. Second, along the propagation range promoting plasma generation and multiabsorption losses, filamentary cells bearing the highest fluxes become mutually separated by mm-range distances, above which their possible fusion ceases.
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Laser-induced water condensation in air
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Triggering rain on demand is an old dream of mankind, with a huge potential socio-economical benefit. To date, efforts have mainly focused on cloud-seeding using silver salt particles. We demonstrate that self-guided ionized filaments generated by ultrashort laser pulses are also able to induce water-cloud condensation in the free, sub-saturated atmosphere. Potential contributing mechanisms include photo-oxidative chemistry and electrostatic effects. As well as revealing the potential for influencing or triggering water precipitation, laser-induced water condensation provides a new tool for the remote sensing of nucleation processes in clouds.

Global warming and stratospheric ozone depletion have demonstrated that human activities can significantly alter the climate of Earth. However, the potential to locally alter or even control the weather is still the subject of intensive debate1,2. There have been long-standing efforts dedicated to seeding clouds3 with silver salt particles to encourage precipitation. Here, we demonstrate that self-guided ionized filaments4–8 generated by ultrashort laser pulses are also able to induce water cloud condensation in the free, sub-saturated atmosphere. In additional laboratory experiments under both saturated and sub-saturated conditions, we estimate a water uptake rate of up to 5 mg cm\(^{-2}\) s\(^{-1}\) in the active volume of the filament-induced plasma channels. We briefly discuss possible mechanisms that could contribute to this observed laser-induced water condensation, although further investigations are needed to fully clarify their roles. Laser-based condensation provides a new tool for the remote sensing of nucleation processes in clouds and may even open up the possibility of influencing or triggering water precipitation.

Self-guided laser filaments result from a nonlinear propagation regime of ultra-short laser pulses. Beyond a critical power (\(P_{cr} = 3\) GW in air at a wavelength of 800 nm), the beam self-focuses due to the optical Kerr effect until its intensity is sufficient to allow multiphoton ionization of air molecules, generating a cold plasma. At this point, the released free electrons (typically \(10^{15}\) to \(10^{16}\) cm\(^{-3}\)) and the negative higher-order Kerr terms\(^9\) tend to defocus the beam and dynamically balance Kerr self-focusing. As a result, one or several self-guided filaments\(^10\) with a diameter of 100 \(\mu\)m are generated over distances much longer than the Rayleigh length, up to hundreds of metres\(^11\). Filaments can be initiated at predefined remote distances\(^12\) and propagate through adverse conditions including fog and clouds\(^10\), turbulence\(^3,1,14\) or reduced pressures\(^15\). They are therefore well suited for atmospheric applications\(^4,7\), even in perturbed atmospheres.

We recently demonstrated that laser filaments can trigger corona discharges within thunderclouds\(^16\), opening the way to lightning control applications. With the present demonstration of water condensation, self-guided filaments also raise new hopes that laser-assisted local weather modification may be achieved, which, in contrast to cloud-seeding using rockets, could be operated continuously and would be free of environmental side effects.

Experiments
As detailed in the Methods, experiments were conducted both in the free atmosphere and under controlled conditions in a diffusion cloud chamber filled with ambient air. A bundle of 20 to 30 self-guided filaments was generated by the Teramobile femtosecond-terawatt laser\(^17\), which provided 220-mJ pulses with a duration of 60 fs (3.5 TW peak power) at a central wavelength of 800 nm and a repetition rate of 10 Hz. The filamentation onset was adjusted by providing a negative chirp to the emitted laser pulse, so that the group velocity dispersion (GVD) in the air recompressed the pulse at a distance chosen for the interaction with the air mass under investigation, either in the atmospheric cloud chamber or in the free atmosphere.

Results and discussion
Highly reproducible filament-induced water condensation trails were observed with the naked eye (see Fig. 1a,b and Supplementary Movie) when the filaments were launched into the atmospheric cloud chamber at a saturation of \(S = 2.3 \pm 0.7\) (that is, a relative humidity, \(\text{RH} = 230 \pm 70\%\)) and a temperature \(T = -24\) °C. In ten experiments, we were able to confirm this qualitative observation by recording the corresponding evolution of droplet density and size distribution using a Malvern Spraytec aerosol particle sizer (see typical result in Fig. 1c,d). The particle sizer gave access to particles greater than 2.4 \(\mu\)m only, so the condensation nuclei (CN) and cloud condensation nuclei (CCN) could not be detected. The initial size distribution featured three modes at diameters of 4, 50 and 250 \(\mu\)m. The droplet density in each size class fluctuated significantly due to the residual air turbulence in the chamber and the corresponding inhomogeneous distribution of the pre-existing aerosols. However, a Student \(t\)-test comparing the measured signals before and after the laser shot confirmed that the observed effect has a statistical significance of \(1 - \alpha > 0.9995\). After the laser was fired, the average diameter of the small particles grew to 6 \(\mu\)m, and their density dropped by half, a change well beyond the fluctuations recorded before the laser pulse. The total water content of this smaller mode therefore remained almost constant. The decrease of this mode is most probably due to the coalescence of droplets, particularly the bigger ones. This coalescence process is sustained by the mutual attraction of
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particles bearing opposite net charges generated in amounts of \(10^{12}\)–\(10^{16}\) charges cm\(^{-3}\) by the filaments. \(^{18}\)

Simultaneously, the density of the mode around 50 \(\mu\)m doubled. Figure 1c clearly shows that this mode does not develop from smaller droplets, because these two modes remain distinct throughout the growth sequence. Rather, the sudden rise in the medium mode shortly after the laser fired probably stems from the laser-induced fragmentation of droplets from the larger mode at 250 \(\mu\)m. The 50-\(\mu\)m droplets then grew to 80 \(\mu\)m within 3 s. Simultaneously, the biggest mode also grew towards 400 \(\mu\)m. As a consequence of this growth, the total atmospheric content of condensed water, as determined by integrating the volume of the droplets over the measured size distribution and averaging over the beam, increased by half (+70 \(\mu\)g cm\(^{-3}\)). Considering that the 100-\(\mu\)m filaments only occupy 0.5% of the laser beam volume, the local increase within the filament active volume amounted to a factor of 100 (15 mg cm\(^{-3}\)), that is, 5 mg cm\(^{-3}\) s\(^{-1}\) over the 3 s of growth time. Such results provide clear evidence of filament-assisted condensation. The final droplet diameter of 80 \(\mu\)m was twice as big as that predicted by a diffusive growth model for pure water under thermodynamically stable conditions\(^{19}\) (that is, growth limited by the local depletion of water vapour). Their growth rate of 10 \(\mu\)m s\(^{-1}\) was four times faster, probably due to Wilson-type\(^{20}\) enhancement of the growth rate of the droplets charged by their exposure to the high-charge density generated by the filaments.

However, the Wilson mechanism is not the only mechanism that can explain laser-induced water vapour condensation, because a dramatic and highly reproducible effect was also observed in sub-saturated conditions (Fig. 2). We varied the relative humidity in the chamber between 70 and 90% and the temperature between 20 and 60 \(^\circ\)C. The observation of an increase in probe light scattering was governed by the water content of the atmosphere rather than by the relative humidity. Condensation was observed only when this was above 80 \(\mu\)g cm\(^{-3}\) provided the relative humidity exceeded 75%. In such conditions, a 30-\(s\) series of 300 multifilament laser pulses resulted in an immediate rise in the scattering signal by a factor of 10, followed by a slower increase up to a factor of 25 with a time constant \(\tau \approx 4\) s (Fig. 2). Such a steep rise again provides clear evidence of an increase in droplet size and number density in the chamber, consistent with observations with the naked eye. Moreover, saturation of the growth rate is typical of a process limited by vapour depletion and the diffusion rate of vapour into the beam region. In contrast, lower water vapour concentrations did not allow substantial condensation even at RH = 95%. The requirement for condensable water before a visible effect is seen shows that it is water vapour condensation indeed that is observed.

This condensation is not affected by the heat deposited by the laser filaments into the air. A typical filament\(^{5-8}\) with an intensity of 50 GW cm\(^{-2}\), diameter of 100 \(\mu\)m and pulse duration of 100 fs carries 0.4 mJ of energy. Even if this energy was totally absorbed over a 10-m length of air, the specific heat of 1 kJ kg\(^{-1}\) K\(^{-1}\) and the density of 1.2 kg m\(^{-3}\) would yield a temperature increase limited to 3.3 K. In fact, only a small fraction of the filament energy is absorbed, so heating of the air can be neglected in the analysis of our results, and the ambient temperature can be considered as representative of the conditions within the filaments.
This negligible heating of the air contrasts with the high electron temperature in the plasma filament, which can reach up to 6,000 K (refs 5–8). It should be noted that, due to the small transverse dimension of the filaments, the slight local heating of the air results in large temperature gradients, leading to the development of a shockwave\textsuperscript{21}. The corresponding expansion of the air might contribute to the condensation process.

Note also that the fragmentation of pre-existing water droplets into smaller ones increases the scattering signal. We quantified this effect by modelling the laser-induced droplet fragmentation, considering that each mother droplet absorbs an amount of energy proportional to its cross-section, part of which is turned into additional surface energy during fragmentation. A one-step fragmentation model based on a maximum entropy principle results in a Poissonian size distribution of the fragments of each droplet\textsuperscript{22}. By treating this distribution as continuous, even the smallest laser fragments may be understood by remembering that the atmospheric cloud chamber is filled with ambient air. Therefore, in the urban environment of the laboratory (including aerosols and gaseous pollutants) and in the presence of the high-intensity laser field, photochemical or charge-assisted mechanisms contribute significantly to droplet formation\textsuperscript{22–23}.

To provide a definitive demonstration of the capability of laser filaments to trigger condensation, not only in controlled laboratory conditions but also in real atmospheric conditions, we performed open-field experiments (Fig. 3a) in the late autumn of 2008 in Berlin, Germany, under conditions of polar air mass, providing a high relative humidity (RH = 90–93%) together with low level of background aerosols (70 km horizontal visibility). The laser was launched vertically into the atmosphere, at a repetition rate of 5 Hz. The filaments were most active between heights of 45 and 75 m. Their strength then decreased over a few tens of metres beyond this range. The aerosol content of the atmosphere was monitored by LIDAR (light detection and ranging)\textsuperscript{22} using a low-power frequency-doubled Nd:YAG laser at 10 Hz repetition rate. This allowed the performance of differential measurements of the changes induced by the terawatt laser pulses preceding the LIDAR pulses (Fig. 3a). The LIDAR return signals provide range-resolved measurements of the total volume backscattering coefficient \( \beta \), which comprises a molecular contribution (Rayleigh scattering is subtracted in the data processing) and an aerosol contribution (Mie scattering). This aerosol backscattering coefficient \( \beta_{\text{Mie}} \) is defined as\textsuperscript{27}

\[
\beta_{\text{Mie}} = \frac{1}{\pi} \frac{d \sigma(n_r)}{d \Omega} \bigg|_{\lambda=\infty} \text{dr}
\]

where \( N(r) \) is the number density of droplets of size \( r \), and \( d \sigma(n_r)/d \Omega \bigg|_{\lambda=\infty} \) is the size- and refractive index-dependent backscattering differential cross-section of the particles. \( \beta_{\text{Mie}} \) therefore provides information averaged over all aerosol types and sizes within the probed volume.

The LIDAR measurements were taken 1 ms after firing the terawatt laser pulses. This time delay, much shorter than typical droplet growth times, was imposed by a lateral wind sweeping the air ionized by the filaments out of the detection volume. As already mentioned above, the filaments occupy a fraction of only 2.5 \( \times \) 10\textsuperscript{-4} of the air volume probed by the LIDAR. Despite those difficulties and atmospheric fluctuations, the beam-averaged value of \( \beta_{\text{Mie}} \) at the height of the filaments was up to 0.5% higher when following a filamenting laser pulse than without filaments (Fig. 3b). This increase corresponds to a local enhancement of Mie scattering by a factor of 20 within the filaments, from \( \beta_{\text{Mie}} = 1 \times 10^{-6} \text{ m}^{-3} \text{ sr}^{-1} \) to \( 2 \times 10^{-5} \text{ m}^{-3} \text{ sr}^{-1} \). The latter value is typical of haze\textsuperscript{27}, in spite of a growth time of 1 ms, much shorter than the signal rise time identified in the sub-saturated chamber (Fig. 2b). Because \( \beta_{\text{Mie}} \) is a measure of all kinds of aerosols, one could argue that only sulphate and nitrate CN or CCN were observed. However, the results of the experiment in the sub-saturated chamber discussed above show that the laser filaments also cause the subsequent condensation of water droplets provided enough water vapour is available in the atmosphere.

The statistical significance of the observed effect was assessed by a Mann–Whitney U-test, comparing the sets of LIDAR signals following a filamenting laser pulse with the reference LIDAR signals. The null-hypothesis of this non-parametric test is that the two samples are drawn from a single population, so their probability distributions are equal. It therefore makes no assumption about the shape of the underlying distribution(s) and is insensitive to outliers. The Mann–Whitney test can be seen as assessing for differences in medians of the considered distributions. Statistically significant results (\( \alpha < 0.01 \), where \( 1 - \alpha \) is the confidence level) were obtained between 6:00 and 6:30, when temperature and relative humidity were 2.9 \(^\circ\)C and 90%, respectively.

Afterwards, the meteorological conditions changed. A reduction in the visibility, a slow increase in the relative humidity up to 93% over 2 h and a rise in the absolute value of the LIDAR signal suggested an increase in the background concentration of water aerosols. Correlatively, the effect of filament-induced condensation on the backscattering signal faded into the background. The fact
that the observed effects depend on the weather conditions excludes a systematic experimental flaw. Furthermore, we can exclude direct contribution of the filament plasma to the LIDAR signal, because the lifetime of the plasma generated by the filaments does not exceed the microsecond timescale, well below the millisecond interval between the pump and the probe pulses.

As in the cloud chamber experiment, we checked that the enhancement of the LIDAR signal by the laser filaments could not be explained by laser-induced aerosol fragmentation. First, the observed effect decreases when the background LIDAR signal increases, that is, when more water droplets are available for fragmentation. The above-described model of droplet fragmentation quantitatively confirmed this qualitative argument. Based on very high-visibility conditions and air-mass back trajectories, we considered an initial maritime haze size distribution. Alternative rural, remote continental and urban size distributions were also considered, without affecting the result qualitatively. Between 8 and 400 fragments per mother droplet were considered, with refractive indices in the range 1.3–1.5 commonly encountered in hazes. Even if an overestimation of the filament number (100) and diameter (200 μm) were taken into account in the calculations, we found that fragmentation could increase the Mie backscattering coefficient by at most 0.1–0.2%. Thus, fragmentation does not provide the dominant contribution to the observed effect in the atmospheric experiments.

Systematic parametric measurements would be required to better understand and optimize the complex processes at play in our observations. Although such a study is beyond the scope of the present work, some important facts have to be considered. Each filament generates a cold plasma with 10^{15}–10^{16} electrons cm^{-3} (ref. 5), that is, an average charge generation rate of 10^{11} charges cm^{-3} s^{-1} at a repetition rate of 10 Hz. Most of these electrons attach to ions within a few picoseconds while, typically,
A strong temperature gradient was maintained in the chamber volume of sensitivity to cosmic rays. The resulting supersaturation in the interaction region discussed above, the plasma generated by the filaments is cold. Demonstrated in the sub-saturated cloud chamber experiment. The atmospheric experiment was performed at night in late autumn of 2008 in eastern of the experimental location. Temperature and relative humidity were recorded upwind at 620 m in the east–south–east direction away from the experimental site. The horizontal standard visibility was ~70 km, indicating an exceptionally low background of aerosol scatterers. This value was used to calibrate the aerosol-related fraction of the atmospheric backscattering coefficient from the LIDAR signals.

In this experiment (Fig. 3), the Teramobile beam was expanded to a diameter of 10 m and launched vertically into the free atmosphere at a repetition rate of 5 Hz. The pulses were chirped and the beam slightly focused to maximize the strength of multiple filamentation at a distance of 60 m. Backscattering from the atmosphere was probed with a LIDAR using a 5-mJ YAG laser beam at 532 nm, pulsed at 10 Hz, collimated by a beam diameter of 4 cm, and overlapped with the Teramobile beam through an extended turbulent region.

Conclusions

As a conclusion, we have experimentally demonstrated that self-guided filaments generated by ultrashort laser pulses can assist water condensation, even in an undersaturated free atmosphere. Potential contributing mechanisms include photo-oxidative chemistry and electrostatic effects. The phenomenon provides a new and attractive tool for remote characterization of the humid atmosphere and cloud formation. In addition, it may even provide the potential to influence or trigger water precipitation using continuously operating lasers rather than rockets.

Methods

The Teramobile femtosecond–terawatt laser used to generate the filaments provided 220–mJ pulses of 60–fs duration at 800 nm, with a repetition rate of 10 Hz. The beam formed a bundle of 20–30 filaments. In laboratory experiments, it was launched through a diffusion chamber (Fig. 4a) filled with ambient air, as single shots or in bursts of up to 30 s in duration. The filaments typically started a few metres before the chamber, which was positioned ~15 m away from the laser output. A strong horizontal gradient was maintained in weakly ionized chamber air by using a cold base plate that was kept at ~60 °C by indirect contact with a liquid-nitrogen reservoir, and a thermostated circulating heater to 10 °C at the top of the chamber. Water vapour from a reservoir at the top of the chamber diffused towards the bottom plate. We estimated the relative humidity at the top of the chamber to be 42 ± 10% by measuring the evaporation time of 51 ± 1 min of sessile water drops with an initial volume of 2 μl (ref. 34). The typical vertical temperature profile, measured with a K-type thermocouple, is shown in Fig. 1b. This profile was used to estimate the supersaturation profile, assuming steady state and a zero water vapour concentration at the bottom of the chamber. The supersaturation was estimated to be S = 4 near the bottom of the chamber, consistent with the fact that we operated the chamber slightly below the threshold of sensitivity to cosmic rays. The resulting supersaturation in the interaction region was S = 2.3 ± 0.7 at a temperature of T = ~24 °C. Sub-saturated conditions were obtained by installing a water reservoir that was maintained above 100 °C at the top of the cloud chamber while its bottom was circulated cooled to +11 °C. The relative humidity at the position of the beam was monitored with a capacitance hygrometer. It ranged between 75 and 85% (~S = 0.75–0.85) at a local temperature of ~60 °C.

The water aerosol density in the atmospheric cloud chamber was observed with the naked eye and monitored by launching a low-power continuous wave (c.w.) laser (Nd:YAG, 12 mW, 10 mW) across the path of the pump beam and observing the scattering at 90° or 45°. Scattering is a signature of water droplets, because Rayleigh scattering by aerosol molecules in the cell is negligible at atmospheric pressure over the considered metre scale. Alternatively, the particle size distribution was monitored by measuring the angular distribution of the scattered light of a HeNe laser in the forward direction using a Malvern Spraytec particle sizer. The data were inverted using Mie theory while considering the dominant particles to be spherical water droplets. The atmospheric experiment was performed at night in late autumn of 2008 in Berlin (52° 27’ 24” N, 13° 17’ 38” E, 55 m above sea level), under conditions of incoming arctic cold air (2.9 °C) and initially strong westerly winds at an atmospheric pressure of ~995 hPa, with a relative humidity initially stable at 90% over 1 h and then slowly rising to 93% over 2 h. Vertical horizontal visibility and wind speed and direction were measured 33 and 39 m above ground, respectively, 1,140 m east of the experimental location. Temperature and relative humidity were recorded upwind at 620 m in the east–south–east direction away from the experimental site. The horizontal standard visibility was ~70 km, indicating an exceptionally low background of aerosol scatterers. This value was used to calibrate the aerosol-related fraction of the atmospheric backscattering coefficient from the LIDAR signals.

In this experiment (Fig. 3), the Teramobile beam was expanded to a diameter of 10 m and launched vertically into the free atmosphere at a repetition rate of 5 Hz. The pulses were chirped and the beam slightly focused to maximize the strength of multiple filamentation at a distance of 60 m. Backscattering from the atmosphere was probed with a LIDAR using a 5-mJ YAG laser beam at 532 nm, pulsed at 10 Hz, emitted collimated by a beam diameter of 4 cm, and overlapped with the Teramobile beam through an extended turbulent region. This overlap was checked at 0 and 60 m by folding the beams horizontally, ensuring that the strongly filamenting region was effectively superposed with the probe beam.

The probe beam alternately measured the backscattering 1 ms following a Teramobile shot and then in unaffected atmosphere 100 ms following the shot. The horizontal wind speed of 2.5–5 m s−1 ensured that each pulse (resp. pulse pair) interacted with a fresh air column. Single-shot LIDAR transients were collected with a 1.4-sm diameter, f = 500 mm telescope (4 mrad field of view), 20 cm off the axis of the laser beam, detected by a photomultiplier tube equipped with a narrowband (1 nm bandwidth full-width at half-maximum (FWHM) at 532 nm) interference filter and recorded on a digital oscilloscope used as a transient recorder (500 MHz bandwidth). Each individual LIDAR signal was normalized by the pulse energy of the probe pulses, as recorded using a high-speed photodiode. The inclination between the axes of the laser beams and of the telescope provided 100% overlap around 60 m, in the filamenting region. We integrated the LIDAR signals generated by probe pulses over the most active filamenting region, between altitudes of 45 and 75 m (shaded region of Fig. 3), and compared those following a Teramobile pulse with reference pulses.
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1. Introduction
Non-linear optics [1] relies on the knowledge of the non-linear susceptibilities (or, alternatively, the non-linear indices) of the propagation media. This description is generally truncated to the
first term, i.e. the second-order susceptibility in non-centrosymmetric media, or the third-order susceptibility in centrosymmetric ones. However, the increase of the available laser powers as well as the investigation of systems like optical fibers [2] or photonic crystals [3] where the confinement of the light increases its intensity raise the need to consider higher-order processes. Recently, the non-linear refractive indices of O2, N2 were measured up to confinement of the light increases its intensity raise the need to consider higher-order processes. However, the increase of the available laser powers about \( \chi \) indices of arbitrary order, confirming and widely generalizing Mizrahi and Shelton’s statement [5] that they must be considered in the description of the filamentation of ultrashort pulses [6–10]. This result, which was unexpected, provides a clear illustration of this need, and of the associated requirement to evaluate these terms at any wavelength. But systematic measurements over the spectrum are out of reach of present experimental capabilities. A theoretical support is therefore required to extend the existing experimental results to any frequency, which would provide a new insight into non-linear optics.

Such relation was provided by Miller in the case of the second-order susceptibility. He observed that in many crystals the knowledge of \( \chi^{(2)} \) for one single triplet of frequencies \((\omega'_1; \omega'_2, \omega'_3)\) and the dispersion relation of the medium is sufficient to determine \( \chi^{(2)} \) for any triplet of frequencies \((\omega_0; \omega_1, \omega_2)\) [11]:

\[
\frac{\chi^{(2)}(\omega_0; \omega_1, \omega_2)}{\chi^{(2)}(\omega'_0; \omega'_1, \omega'_2)} = \frac{\chi^{(1)}(\omega_0)\chi^{(1)}(\omega_1)\chi^{(1)}(\omega_2)}{\chi^{(1)}(\omega'_0)\chi^{(1)}(\omega'_1)\chi^{(1)}(\omega'_2)} \tag{1}
\]

Mizrahi and Shelton later suggested that the Miller formula could be extended to the non-linear index \( n_2 \), i.e. to the third-order frequency-degenerate non-linearity [12]. However, they did not demonstrate this result in their article, but rather referred to an unpublished work [13].

In this Letter, we explicitly derive the spectral dependence of the non-linear susceptibility of any order, generalizing the common form of Sellmeier equations. We show that this spectral dependence is fully defined by the knowledge of the linear dispersion of the medium. As a consequence, the Miller formula [Eq. (1)] [11] can be extended to any order of non-linearity. In the frequency-degenerate case, this finding yields the spectral dependence of non-linear refractive indices of arbitrary order, confirming and widely generalizing Mizrahi and Shelton’s statement about \( \chi^{(3)} \) [12].

2. Derivation of generalized Miller formulæ

2.1. Electrons in an anharmonic oscillator

Elucidating the spectral dependence of the electric susceptibility requires to consider the equation of motion of an electron located at \( \vec{r} \) in a three-dimensional potential \( V(\vec{r}) \). V can be expanded as a 3-dimensional Taylor series around the equilibrium position \( \vec{r} = 0 \):

\[
V(\vec{r}) = V(\vec{0}) + \sum_{i+j+k \geq 2} \frac{\chi^{ij+k}}{i!j!k!} \left[ \frac{\partial^{i+j+k}V}{\partial x^i \partial y^j \partial z^k} \right]_{\vec{r} = \vec{0}} \tag{2}
\]

where the summation begins at \( q \equiv i + j + k = 2 \) since \( \frac{\partial V}{\partial x} |_{x=0} = \frac{\partial V}{\partial y} |_{y=0} = \frac{\partial V}{\partial z} |_{z=0} = 0 \) by definition of the equilibrium position. As a consequence, the electron experiences a force equal to

\[
\vec{F}(\vec{r}) = -\nabla V(\vec{r}) = -\sum_{q \geq 2} \left( \frac{\chi^{i-1+j+k} \left[ \frac{\partial^{i-1+j+k}V}{\partial x^{i-1} \partial y^j \partial z^k} \right]}{i!j!(k-1)!} \right) \left[ \frac{\partial^{i+j+k}V}{\partial x^i \partial y^j \partial z^k} \right]_{\vec{r} = \vec{0}} \tag{3}
\]

The macroscopic polarization along the axes x, y and z are respectively \( P_x = -Nex \), \( P_y = -Ney \) and \( P_z = -Nez \), \( N \) being the local density of electrons and \( -e \) their charge. Equation (3)
therefore rewrites:

\[ \hat{F}(\vec{r}) = -\sum_{q \geq 2} \left( \frac{1}{Ne} \right)^q \left( \frac{p_{i-1}p_{j}^*p_{k}^*}{(i-1)!j!k!} \right) \left[ \frac{\partial^q V}{\partial x^i \partial y^j \partial z^k} \right]_{\vec{r}=0} \]  \tag{4} \]

or, equivalently:

\[ \hat{F}(\vec{r}) = -\sum_{q \geq 1} \left( \frac{1}{Ne} \right)^q \left( \frac{p_{i}^*p_{j}^*p_{k}^*}{i!j!k!} \right) \left[ \frac{\partial^q V}{\partial x^i \partial y^j \partial z^k} \right]_{\vec{r}=0} \]  \tag{5} \]

We introduce the \((q+1)^{th}\) rank tensor \(Q^{(q)}\), which elements are given by:

\[
\begin{pmatrix}
Q_{x^i x^j (0), y^k (0), z^l (0)}^{(q)}
Q_{y^i y^j (0), x^k (0), z^l (0)}^{(q)}
Q_{z^i z^j (0), x^k (0), y^l (0)}^{(q)}
\end{pmatrix} = \left( \frac{1}{m \times i!j!k!} \right) \left( \begin{array}{c}
\frac{\partial^{q+1} V}{\partial x^i \partial y^j \partial z^k} \\
\frac{\partial^{q+1} V}{\partial y^i \partial x^j \partial z^k} \\
\frac{\partial^{q+1} V}{\partial z^i \partial x^j \partial y^k}
\end{array} \right)_{\vec{r}=0}
\]  \tag{6} \]

where, for example, \(x^{(i)}\) indicates that the coordinate \(x\) appears \(i\) times in the index list of the considered tensor element. As a consequence, the classical equation of motion of the electron becomes:

\[
\frac{d^2 \vec{P}}{dt^2} + \vec{a}^2 \vec{P} + Ne \sum_{q=1}^\infty \frac{Q^{(q)}}{Ne} : \bigotimes P^{(q)} = \frac{Ne^2}{m} \vec{E}(t)
\]  \tag{7} \]

where : denotes the contracted product and \(\bigotimes\) the tensorial product. \(\vec{E}\) is the driving electric field, \(\vec{a}^2 = \begin{pmatrix}
\omega^2_{x,x} & 0 & 0 \\
0 & \omega^2_{y,y} & 0 \\
0 & 0 & \omega^2_{z,z}
\end{pmatrix}\) is the eigenfrequency matrix of the considered medium, which is diagonal provided \(x, y,\) and \(z\) are the principal axes of the optical frame of the medium (e.g. \(\omega_{x,y} = \sqrt{\frac{1}{m} \frac{\partial^2 V}{\partial x^2}}\)), and the matrix \(\vec{\gamma}\) stands for the linear absorption. No multiphoton absorption is considered here. Note that a medium symmetry of at least \(K \times C_2\) (i.e. a crystal with at least orthorhombic symmetry, or a statistically isotropic medium like air) allows to simultaneously diagonalize \(\vec{a}^2\) and \(\vec{\gamma}\) in the optical frame [15].

A perturbative solution of Eq. (7) is searched as:

\[ \vec{P} = \sum_{l=1}^\infty \alpha^l \vec{P}^{(l)} \]  \tag{8} \]

where \(\alpha \in [0..1]\) is a free parameter. The series begins at 1, assuming \(\vec{P}^{(0)} = \vec{0}\). Inserting it in Eq. (7) and equating the terms in \(\alpha^q\) yields a set of equations

\[
\frac{d^2 P^{(1)}}{dt^2} + \vec{\gamma} \frac{d P^{(1)}}{dt} + \vec{a}^2 P^{(1)} = \frac{Ne^2}{m} \vec{E}(t)
\]  \tag{9} \]

and, \(\forall q \geq 2,

\[
\frac{d^2 P^{(q)}}{dt^2} + \vec{\gamma} \frac{d P^{(q)}}{dt} + \vec{a}^2 P^{(q)} = -Ne Q^{(q)} : \bigotimes P^{(1)}
\]  \tag{10} \]
Note that in the right-hand side of Eq. (10), we have deliberately omitted the terms in $\otimes \chi_{\omega_0 = q} (p^{(q)}_{\omega})$, with $q > q' > 1$. These terms imply non-linear polarizations in the construction of the considered higher-order non-linear polarization and hence correspond to cascades of frequency mixings, like e.g. in the generation of third harmonic by frequency-doubling the fundamental wavelength and then mixing it with its second-harmonic. Consistently, in the identification of the non-linear susceptibilities in Eq. (20), only single-step mixing will be taken into account.

2.2. Sellmeier equations

If $\mathbf{\Omega}$ can be diagonalized (i.e. if the medium symmetry is at least $K \times C_2$ or absorption can be neglected), Eq. (9) defining the linear polarization is purely vectorial and can be solved on each axis independently. Omitting the indices displaying the axis of the considered polarization, we write $P_{\omega}^{(1)}(t) = \int_{-\infty}^{+\infty} P^{(1)\omega}_0(\omega) e^{i\omega t} d\omega$ and $E(t) = \int_{-\infty}^{+\infty} E_0(\omega) e^{i\omega t} d\omega$, where, following the usual notation, positive frequencies denote incident ones and negative frequencies are emitted ones. Introducing the spectral dependency parameter $\Omega(\omega) = \omega^2 - \omega^2 + i \omega \gamma$ yields

$$\int_{-\infty}^{+\infty} \Omega(\omega) P^{(1)\omega}_0(\omega) e^{i\omega t} d\omega = \frac{N \varepsilon^2}{m} \int_{-\infty}^{+\infty} E_0(\omega) e^{i\omega t} d\omega$$

(11)

which implies, for any frequency $\omega_0$ of the emitted field:

$$P^{(1)\omega}_0(\omega_0) = \frac{N \varepsilon^2}{m} \frac{E_0(\omega_0)}{\Omega(\omega_0)}$$

(12)

Hence, the linear susceptibility at frequency $\omega_0$ is:

$$\chi^{(1)}(\omega_0) = \frac{1}{\Omega(\omega_0)} \frac{N \varepsilon^2}{m \varepsilon_0} = \frac{N \varepsilon^2}{m\varepsilon_0(\omega_0^2 + i\omega\gamma)}$$

(13)

which defines the spectral dependence of $\chi^{(1)}$ on any principal axis. If absorption can be neglected ($\gamma \sim 0$) and $\chi^{(1)} \ll 1$, Eq. (13) takes a form similar to a typical Sellmeier formula: $n^2 - 1 = \frac{A}{\lambda^2 + B}$, where $n^2 = 1 + \chi^{(1)}$.

2.3. Uniaxial generalized Miller formulæ

Equation (10) can be reduced to a scalar form provided the polarization is excited along one single principal axis. We will first focus on this case which simplifies the writing and thus helps focusing the discussion on the the physical aspects, without altering the principle of the derivation. Omitting the index corresponding to the axis, the scalar form of Eq. (10) reads, for any $q \geq 2$:

$$\frac{d^2 P^{(q)}_0}{dt^2} + \gamma \frac{dP^{(q)}_0}{dt} + \omega^2 P^{(q)}_0 = -Ne Q^{(q)} \left( \frac{P^{(1)}_0}{Ne} \right)^q$$

(14)

Since $P^{(q)}_0(t) = \int_{-\infty}^{+\infty} p^{(q)}_0(\omega) e^{i\omega t} d\omega$, Eq. (14) rewrites:

$$\int_{-\infty}^{+\infty} \Omega(\omega) P^{(q)}_0(\omega) e^{i\omega t} d\omega = -\frac{Q^{(q)}}{(Ne)^{q-1}} \left( \int_{-\infty}^{+\infty} P^{(1)}_0(\omega) e^{i\omega t} d\omega \right)^q$$

(15)

$$= -\frac{Q^{(q)}}{(Ne)^{q-1}} \int \int \int \ldots \int \left( P^{(1)}_0(\omega) e^{i\omega t} d\omega \right)^q$$

(16)
Identifying the terms at an arbitrary frequency $\omega_0$ on both sides of the equation, we obtain:

$$P_0^{(q)}(\omega_0) = -\frac{Q^{(q)}}{\Omega(\omega_0)(Ne)^{q-1}} \iiint \ldots \delta \left( \sum_{l=0}^{q} \omega_l = 0 \right) \times \prod_{l=1}^{q} \left( P_0^{(1)}(\omega_l) d\omega_l \right)$$  \hspace{1cm} (17)

$$P_0^{(q)}(\omega_0) = -Ne \left( \frac{e}{m} \right)^q \frac{Q^{(q)}}{\Omega(\omega_0)} \sum_{\delta^{q} \sum_{l=0}^{q}} \left( \prod_{l=1}^{q} \frac{E_0(\omega_l)}{\Omega(\omega_l)} \right)$$ \hspace{1cm} (18)

Let us now consider the construction of a wave at $\omega_0$ from a set of $q' \leq q$ incident waves at frequencies $\omega_1, \ldots, \omega_{q'}$, each algebraic frequency $\omega_l$ being implied $u_l$ times in the process: $\sum_{l=1}^{q'} u_l = q$, while energy conservation imposes $\sum_{l=1}^{q'} u_l \omega_l = \omega_0$. In this case,

$$P_0^{(q)}(\omega_0) = -Ne \left( \frac{e}{m} \right)^q \frac{Q^{(q)}}{\Omega(\omega_0)} C_{q'}^{u_1 \ldots u_{q'}} \prod_{l=1}^{q'} \left( E_0(\omega_l) \right)^{u_l}$$ \hspace{1cm} (19)

where $C_{u_1 \ldots u_{q'}}^{q'} = q'!/(u_1! \times \ldots \times u_{q'}!)$ is the number of combinations achievable from $q'$ sets of $u_1, \ldots, u_{q'}$ objects, respectively. The terms of Eq. (18) corresponding to each combination of frequencies conserving energy can be identified with the expression of the non-linear polarization using the $(q+1)^{th}$ rank tensor:

$$P_0^{(q)}(\omega_0) = e_0 C_q^{u_1 \ldots u_{q'}} \chi^{(q)}(\omega_0; \omega_1, \ldots, \omega_q) \prod_{l=1}^{q'} E_0^{u_l}(\omega_l)$$ \hspace{1cm} (20)

As stated above, consistently with Eq. (14) we do not consider here the cascaded processes. Therefore, the identification yields:

$$\chi^{(q)}(\omega_0; \omega_1, \ldots, \omega_q) = -Ne \left( \frac{e}{m} \right)^q \frac{Q^{(q)}}{e_0 \prod_{l=0}^{q} \Omega(\omega_l)}$$ \hspace{1cm} (21)

$$= \frac{me_q^q}{N^q e^{q+1}} Q^{(q)} \prod_{l=0}^{q} \chi^{(1)}(\omega_l)$$ \hspace{1cm} (22)

This expression provides a general description of the non-linear susceptibility of any order, provided the shape of the potential $V$ is known. In practice, this potential is rarely known, but it is independent from the excitation frequency. The spectral dependence of the above expression is therefore only driven by $\Omega$, i.e. the spectral dependence of the first-order susceptibilities. As a consequence, in a given medium, the knowledge of both the frequency dependence of the linear susceptibility and of the $q^{th}$-order susceptibility for a specific set of wavelengths is sufficient to extrapolate this susceptibility to any other set of wavelengths, through the relation:

$$\frac{\chi^{(q)}(\omega_0; \omega_1, \ldots, \omega_q)}{\chi^{(q)}(\omega_0'; \omega_1, \ldots, \omega_q')} = \frac{\prod_{l=0}^{q} \Omega(\omega_l)}{\prod_{l=0}^{q} \Omega(\omega_l')} = \frac{\prod_{l=0}^{q} \chi^{(1)}(\omega_l)}{\prod_{l=0}^{q} \chi^{(1)}(\omega_l')}$$ \hspace{1cm} (23)

When applied to $\chi^{(2)}$, this generalized Miller formula immediately reduces to the original one of Eq. (1) [11].

2.4. Three-dimensionnal Miller formulæ

While the one-dimensional treatment of Eqs. (14)–(23) provides an easy writing of the derivation, the same sequence can be applied to solve Eq. (10) in the general three-dimensional case.
Products simply have to be transposed to the adequate tensorial products. The identification of the spectral components of the Fourier expression of \( \tilde{\Phi}^{(q)} \) and \( \bigotimes \tilde{\Phi}^{(1)} \) yields a three-dimensional equivalent of Eq. (18):

\[
\tilde{\Omega}(\omega_l)\tilde{\Phi}_0^{(q)}(\omega_l) = -Ne \left( \frac{\epsilon}{m} \right)^q Q^{(q)} : \bigotimes_{l=1}^q \tilde{\Phi}_0^{(1)}(\omega_l)
\]  

(24)

In media with at least Kx\( C_2 \) symmetry, or if absorption can be neglected, \( \tilde{\Omega} \) is diagonal so that this expression can easily be identified with the counterpart of Eq. (20) expressing the non-linear polarization in terms of non-linear susceptibility:

\[
\tilde{\Phi}_0^{(q)}(\omega_l) = e_0\chi^{(q)} : \bigotimes_{l=1}^q \tilde{E}(\omega_l)
\]  

(25)

\[
\frac{\chi^{(q)}_{\mu(1),\nu(2),\rho(3)}(\omega_l; \omega_{l_1}, \ldots, \omega_{l_q})}{\chi^{(q)}_{\mu(1),\nu(2),\rho(3)}(\omega_{l_1}; \omega_{l_1}', \ldots, \omega_{l_q}')} = \frac{\prod_{l=0}^q \Omega_{\nu_l}(\omega_l)}{\prod_{l=0}^q \Omega_{\nu_l}(\omega_l)} = \frac{\prod_{l=0}^q \chi^{(1)}_{\nu_l}(\omega_l)}{\prod_{l=0}^q \chi^{(1)}_{\nu_l}(\omega_l)}
\]  

(26)

where each index \( \nu_l \) denotes either the \( x, y, \) or \( z \) axis. The spectral dependence of \( \chi^{(q)} \) only depends on the product of the \( \Omega_{\nu_l}(\omega_l) \), meaning that all frequencies commute. This property, together with the fact that the \( \Omega(\omega) \) are even functions as soon as absorption can be neglected, provides a direct evidence and generalization to arbitrary orders of the ABDP relations. These relations state that as soon as \( \tilde{\Omega} \) can be diagonalized, \( \omega_0 \) commutes with any \( \omega_l \) in the expression of \( \chi^{(2)} \) and \( \chi^{(3)} \) \[16\].

2.5. Application to non-linear refractive indices

In the case of frequency-degenerate interactions of odd order excited along one single principal axis, the susceptibility tensor reduces to \( \chi^{(2p+1)}(\omega_l) = \frac{2^{p+1}p!(p+1)!}{(2p+1)!} \left( \frac{n_0^2(\omega_l) - n_0^2(\omega_l')}{n_0(\omega_l)} \right)^p - n_{2p}(\omega_l) \), which defines the \( p^{\text{th}} \)-order non-linear refractive index \( n_{2p} \). Therefore, the knowledge of the dispersion curve for the linear susceptibility and the measurement of \( \chi^{(2p+1)} \) at one single frequency \( \omega_l' \) are sufficient to provide \( \chi^{(2p+1)} \) at any frequency \( \omega_l \) thanks to Eq. (23):

\[
\frac{\chi^{(2p+1)}(\omega_l)}{\chi^{(2p+1)}(\omega_l')} = \left( \frac{\Omega(\omega_l)}{\Omega(\omega_l')} \right)^{2p+2} = \left( \frac{\chi^{(1)}(\omega_l)}{\chi^{(1)}(\omega_l')} \right)^{2p+2}
\]  

(28)

or equivalently, if absorption can be neglected, in terms of the real parts of the non-linear refractive indices:

\[
\frac{n_{2p}(\omega_l)}{n_{2p}(\omega_l')} = \left( \frac{n_0^2(\omega_l) - 1}{n_0^2(\omega_l') - 1} \right)^{2p+2}
\]  

(29)

As an illustration, Fig. 1 displays the values of \( n_2 \) through \( n_8 \) for \( \text{N}_2, \text{O}_2 \) and \( \text{Ar} \), based on the measurements of Loriol et al. at 800 nm \[4\] as corrected by Béjot et al. \[5\], extrapolated to the whole spectrum using Eq. (28).
Fig. 1. Spectral dependence of the non-linear refractive indices (a) $n_2$, (b) $n_4$, (c) $n_6$, and (d) $n_8$ of O$_2$, N$_2$, air and Ar at atmospheric pressure.

3. Generalization to mixes and multiple resonance frequencies

Up to now, we have only considered the case of a single type of oscillators. However, in actual media (e.g. in mixes like the air, where both N$_2$ and O$_2$ get polarized, or in crystals where several oscillation modes can be excited) several eigenfrequencies $\omega_{e,l}$ may contribute. In this case, the polarization $\vec{P}$ can be defined as $\sum \vec{P}_l$, where $l$ denotes the types of oscillators, or species. If the coupling between the oscillators can be neglected, the above derivation applies to each oscillator type independently, and the resulting refractive index will be given by the Lorentz-Lorenz model. For example the Sellmeier equation of air reads [14]:

$$10^8(n_0 - 1) = 8015.514 + \frac{2368616}{128.7459 - 1/\lambda^2} + \frac{19085.73}{50.01974 - 1/\lambda^2}$$  \hspace{1cm} (30)

where the wavelength $\lambda$ is expressed in $\mu$m. Obviously, the terms of Eq. (30) respectively correspond to N$_2$, with a resonance at $1/\lambda^2 \sim 128.7 \mu$m$^{-2}$ (i.e. $\lambda = 88$ nm):

$$10^8(n_0, N_2 - 1) = 8736.28 + \frac{2398095.2}{128.7 - 1/\lambda^2}$$  \hspace{1cm} (31)

and to O$_2$, with $1/\lambda^2 \sim 50 \mu$m$^{-2}$ (i.e. $\lambda = 141$ nm) [14]:

$$10^8(n_0, O_2 - 1) = 15532.45 + \frac{456402.97}{50.0 - 1/\lambda^2}$$  \hspace{1cm} (32)

In such cases, the generalized Miller formulæ of Eq. (23) cannot be applied to the material or the mix as a whole. Instead, they must be applied to each susceptibility-order of each oscillator type. The non-linear susceptibilities of the whole material will then be deduced from those of the individual oscillator types through the Lorentz-Lorenz model. Figure 1 displays the result of this treatment in the case of air.
4. Conclusion

In conclusion, we have explicitly derived the spectral dependence of the non-linear susceptibility of any order, generalizing the common form of Sellmeier equations, in both frequency-degenerate and non-degenerate systems. This spectral dependence is fully defined by the knowledge of the linear dispersion of the medium. As a consequence, the Miller formula [Eq. (1)] [11] can be generalized to any order of non-linearity and any tensor element of non-linear susceptibilities as soon as the material has at least $K\times C_2$ symmetry and negligible absorption. In particular, the spectral dependence of non-linear refractive indices of any order can be deduced from their value at one single frequency and the dispersion curve of the medium. Such knowledge is of particular value in nonlinear optics implying confined light leading to very-high intensities, as, e.g. in fiber optics [2] filamentation [7–10], or photonic crystals [3].
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On the basis of the recently published generalized Miller formulas, we derive the spectral dependence of the contribution of arbitrary-order nonlinear indices to the group-velocity index. We show that in the context of laser filamentation in gases, all experimentally accessible orders (up to the ninth-order nonlinear susceptibility $\chi^{(5)}$ in air and $\chi^{(11)}$ in argon) have contributions of alternative signs and similar magnitudes. Moreover, we show both analytically and numerically that the dispersion term of the nonlinear indices must be considered when computing the intensity-dependent group velocity. © 2010 Optical Society of America
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Nonlinear optics [1] relies on the nonlinear properties of the propagation medium, among which the successive orders of the nonlinear susceptibility are essential parameters. However, due to the difficulty in measuring them experimentally, their knowledge is generally limited to the first nonzero order ($\chi^{(2)}$ or $\chi^{(3)}$, depending on medium symmetry). Furthermore, the available laser sources drastically limit the wavelengths available for such measurements, so that reliable dispersion curves for higher-order susceptibilities cannot be deduced from the sparse experimental data available to date.

The lack of data led to the neglect of these higher order Kerr terms in most numerical simulations of, e.g., both self-guided filaments in ultrashort intense laser pulses [2–5] or the propagation of high-intensity pulses in hollow-core fibers [6]. Similarly, the Kerr contribution to the group velocity is most generally limited to the third order and treated as dispersionless in the lack of data about its dispersion [3,4]. Recently, however, the measurement of the higher-order refractive indices up to $n_6$ in $N_2$ and $O_2$, and up to $n_{10}$ in argon [7,8], followed by the generalization of the Miller formulas [9] to any order of nonlinearity [10], provided a new insight into the spectral dependence of the nonlinear refractive index at high incident intensity.

This allowed us to show that these terms cannot be neglected and can even provide the dominant contribution stabilizing the self-guided filaments [11]. Furthermore, in argon-filled hollow-core fibers, these terms are necessary to obtain quantitative agreement of numerical simulations with experimental data [12,13]. But these works focused on the contribution of higher-order Kerr terms to phase velocity. The contribution of the spectral dispersion of higher-order indices to group velocity was not considered, although it can be expected to impact the propagation, and in particular the self-steepening term.

Here we derive an explicit expression for the contribution of any order of the nonlinear refractive indices to the group-velocity index. We show that in filamentation, all nonlinear orders of the group-velocity index can have similar orders of magnitude and must be considered. Furthermore, especially in the UV, the dispersion of the nonlinear indices cannot be neglected when calculating self-steepening.

At arbitrary intensity $I$ and frequency $\omega$, the refractive index can be expressed as [1]

$$n(\omega) = n_0(\omega) + n_2(\omega)I + n_4(\omega)I^2 + \ldots = \sum_{j=0}^{\infty} n_{2j}(\omega)I^j. \quad (1)$$

In gases, where $n-1 \ll 1$, the refractive index $n(\omega) = \sqrt{1 + \sum_{j=0}^{\infty} \chi^{(2j+1)}(\omega)I^j}$ can be approximated by [1]

$$n_0(\omega) = 1 + \frac{1}{2} \chi^{(1)}(\omega), \quad (2)$$

$$n_{2j}(\omega) = Z^{(2j+1)} \chi^{(2j+1)}(\omega), \quad (3)$$

where $\chi^{(2j+1)}$ is the $(2j+1)$th-order nonlinear susceptibility and the $Z^{(2j+1)}$ are frequency-independent factors. If a pulse can be described as a carrier wave modulated by an envelope with a sufficiently narrow spectrum to allow neglect of the envelope deformations over short distances, then a group-velocity index can be defined as

$$n_g(\omega) = \frac{c}{v_g} = n(\omega) + \omega \frac{dn}{d\omega}, \quad (4)$$

where $v_g$ is the group velocity and $c$ is the speed of light in vacuum. Defining $Z^{(1)} = 1/2$ and considering Eqs. (1)–(3), $n_g$ is rewritten:

$$n_g(\omega) = \sum_{j=0}^{\infty} \left( n_{2j}(\omega) + \omega \frac{dn_{2j}}{d\omega} \right) I^j \equiv \sum_{j=0}^{\infty} n_{2j} I^j, \quad (5)$$

$$= 1 + \sum_{j=0}^{\infty} Z^{(2j+1)} \left( \chi^{(2j+1)}(\omega) + \omega \frac{d\chi^{(2j+1)}}{d\omega} \right) I^j. \quad (6)$$

Identifying the terms for each power of the intensity, we obtain the contribution of each order of nonlinearity to the group-velocity index:
\[ n_{g,0}(\omega) - 1 = \frac{1}{2} \left( \chi^{(1)}(\omega) + \omega \frac{d \chi^{(1)}(\omega)}{d \omega} \right). \]  
(7)

\[ \forall \ j \geq 1, \quad n_{g,2j}(\omega) = Z^{(2j+1)}(\chi^{(2j+1)}(\omega) + \omega \frac{d \chi^{(2j+1)}(\omega)}{d \omega}). \]  
(8)

The first expression corresponds to the usual linear contribution, while the first term in the expression of the group-velocity index \(n_{g,0}\) corresponds to the classical self-steepening term \([0,14,15]\). Within the elastically bound electron model, the susceptibility of the arbitrary order is given up to any order by the generalized Miller formulas \([10]\):

\[ \chi^{(1)}(\omega) = \frac{N e^2}{m c_0 (\omega_0^2 - \omega^2 + i \omega \gamma)}, \]  
(9)

\[ \forall \ q \geq 2, \quad \chi^{(q)}(\omega) = \frac{N e}{\epsilon_0} \left( \frac{e}{m} \right)^q \frac{1}{\Omega(\omega)^q}. \]  
(10)

where \(m\) and \(-e\) are the electron mass and charge, \(\epsilon_0\) is the permittivity of vacuum, \(N\) is the density of dipoles in the propagation medium, \(\gamma\) is the width of the resonance at frequency \(\omega_0\), and \(\Omega(\omega)\) describes the potential well where the electron oscillates; \(\Omega(\omega) = \omega_0^2 - \omega^2 + i \omega \gamma\). Inserting these expressions into Eqs. (7) and (8) yields

\[ n_{g,0}(\omega) - 1 = (n_0(\omega) - 1) \frac{\omega_0^2 + \omega^2 + i \omega \gamma}{\omega_0^2 - \omega^2 + i \omega \gamma}. \]  
(11)

\[ \forall \ j \geq 1, \quad n_{g,2j}(\omega) = n_{2j}(\omega) \frac{\omega_0^2 + (4j + 3)\omega^2 + i \omega \gamma}{\Omega(\omega)}. \]  
(12)

These equations provide a general expression of each nonlinear contribution to the group-velocity index \(n_g\). As a consequence, it allows evaluation of the impact of higher-order Kerr terms on self-steepening in the context of laser filamentation in gases or the propagation of ultrashort pulses in hollow fibers. In the following, we consider the propagation of high-intensity pulses in transparent media, far from resonance. In this case, \(|\omega_0 - \omega| \gg \gamma\), so that \(\omega_0^2 + \omega^2 > |\omega_0^2 - \omega^2| \gg i \omega \gamma\). The imaginary parts of Eqs. (11) and (12) become negligible:

\[ n_{g,0}(\omega) - 1 = (n_0(\omega) - 1) \frac{\omega_0^2 + \omega^2}{\omega_0^2 - \omega^2}, \]  
(13)

\[ n_{g,2j}(\omega) = n_{2j} \frac{\omega_0^2 + (4j + 3)\omega^2}{\omega_0^2 - \omega^2}. \]  
(14)

Note that the negative values obtained for \(\omega > \omega_0\) correspond to the well-known region of the negative group-velocity index \([16]\). Figure 1 displays the spectral dependence from Eq. (14), based on the recent experimental measurements of \(n_{2j}\) at 800 nm \([7,8,11]\). extrapolated to the whole visible spectrum by applying generalized Miller formulas \([10]\) and the dispersion data of Zhang et al. \([17]\).

From Eqs. (13) and (14), we can estimate the ratio of the successive terms of the group-velocity index

\[ \frac{n_{g,2j}}{n_{g,0} - 1} = \frac{n_{2j} \omega_0^2 + 7\omega^2}{n_0 - 1 \omega_0^2 + \omega^2}. \]  
(15)

\[ \forall \ j \geq 1, \quad \frac{n_{g,2j+2} I^{j+1}}{n_{g,2j} I^j} = \frac{n_{2j+2} \omega_0^2 + (4j + 7)\omega^2}{n_{2j} \omega_0^2 + (4j + 3)\omega^2}. \]  
(16)

The second factor of Eqs. (15) and (16) is of the order of 1. Therefore, the orders of magnitude of the ratio of successive terms are driven by the ratio of the nonlinear indices \(n_{2j}\), multiplied by \(I\). The values displayed in Fig. 1 imply that, for \(I < 10^{-14} \text{ W/cm}^2\), \(n_{2j} I < n_0 - 1\). Self-steepening is, therefore, as well known \([14,15]\), a second-order term in the nonlinear Schrödinger equation (NLSE) describing the nonlinear propagation of light in a nonlinear transparent medium. Furthermore, all known terms in \(n_{2j} I\) have alternate signs and comparable orders of magnitude \([7,8,10]\). The same, therefore, applies to the terms in \(n_{2j+2} I^{j+1}\), which must all be taken into account when describing self-steepening e.g., in the context of filamentation, where the intensity is clamped around \(5 \times 10^{13} \text{ W/cm}^2\) \([18,19]\), or of the propagation in hollow fibers.

Equation (14) provides an estimation of the error performed when neglecting the dispersion term in the contribution of the higher-order indices to the group-velocity index. Figure 2 displays the relative error \(1 - n_{2j}/n_{g,2j}\) implied at atmospheric pressure when neglecting the dispersion terms of the Kerr contributions to the group velocity. The calculations are based on the same data as in Fig. 1. As is clear from Eq. (14), this error decreases for longer wavelengths, where dispersion is smoother. At 800 nm, it amounts to \(\sim 20\%\) and may be considered acceptable, although not negligible. However, at blue or UV
wavelengths, the dispersion term dominates and must be considered in the equations. Numerical simulations of the propagation of a 35 fs pulse in a 1-m-long hollow-core fiber filled with 1:4 bars argon, confirm this finding. As described in detail earlier [13], the model implements the NLSE, including the higher-order Kerr terms. We compared the code output with and without the contribution of the higher-order indices to the group-velocity index up to the term in $n_{10}$, i.e., the terms of Eq. (6) for $1 \leq j \leq 5$. As can be seen in Fig. 3, the consideration of the full steepening term affects the spectrum by deforming the pulse envelope. It simultaneously redshifts the central part of the spectrum and blueshifts its edges. Furthermore, as predicted by the analytic calculations, the contribution of the dispersion of the higher-order Kerr terms is larger in the UV and negligible in the IR. These terms must, therefore, be considered in numerical simulations, especially while investigating spectral broadening.

In conclusion, based on the recent generalization of the Miller formulas, we have estimated the contribution of higher-order indices to the group-velocity index. These contributions define the self-steepening term of the NLSE. They have alternate signs and comparable absolute values in intensity regimes typical of filamentation. All nonlinear terms must, therefore, be considered in the evaluation of the self-steepening of ultrashort intense laser pulses propagating in transparent Kerr media. Furthermore, we demonstrate both analytically and numerically that their spectral dispersion cannot be neglected either, especially at shorter wavelengths.
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Fig. 2. Relative error induced when neglecting the dispersion of the Kerr terms in the group velocity: (a) $1 - n_2/n_g$, (b) $1 - n_4/n_g$, (c) $1 - n_6/n_g$, and (d) $1 - n_8/n_g$ of O$_2$, N$_2$, air, and Ar at 1 atm.

Fig. 3. (Color online) Influence of the higher-order indices contribution to the group-velocity index on the propagation of a 35 fs pulse with fixed $n_2(\lambda)I$ in a 1-m-long hollow-core fiber filled with 1.4 bars argon: (a), (d) 250 nm, 286 $\mu$J; (b), (e) 400 nm, 360 $\mu$J; and (c), (f) 800 nm, 400 $\mu$J.
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We have experimentally measured that laser filaments in air generate up to $10^{14}$, $3 \times 10^{12}$, and $3 \times 10^{13}$ molecules of O$_3$, NO, and NO$_2$, respectively. The corresponding local concentrations in the filament active volume are $10^{16}$, $3 \times 10^{14}$, and $3 \times 10^{15}$ cm$^{-3}$, and allows efficient oxidative chemistry of nitrogen, resulting in concentrations of HNO$_3$ in the parts per million range. The latter forming binary clusters with water, our results provide a plausible pathway for the efficient nucleation recently observed in laser filaments. © 2010 American Institute of Physics.

[doi:10.1063/1.3462937]

In their propagation through transparent media, ultrashort laser pulses can generate self-guided filaments. Filamentation stems from a dynamic balance between Kerr self-focusing on one side, and defocusing by both higher-order (negative) Kerr terms, and the free electrons originating from the ionization of the propagation medium by the pulse itself. Filaments, which can be longer than 100 m, be initiated remotely and propagate through clouds and turbulence, are ideally suited for atmospheric applications like lightning control, or laser-assisted water nucleation. In subsaturated atmospheres, the latter effect cannot be explained by the Wilson mechanism in which the charges stabilize charge-transfer complexes of H$_2$O$^+$O$_2^-$, on which droplets grow. Rather, the observed effect may imply binary nucleation of HNO$_3$ which according to the extended Köhler theory stabilizes the growing droplets of binary mixtures, similar to observations in cloud chambers for binary clusters with water, our results provide a plausible pathway for the efficient nucleation recently observed in laser filaments.

$V \times dC_i/dt = S_i - F \times C_i.$

In a steady state, the source term reads the following:

$S_i = C_i \times F.$

Volumetric generation rates and the resulting concentrations are then evaluated by dividing $S_i$ by the total filament volume, corresponding to two filaments of 0.5 m length and of 100 μm diameter, i.e., a total volume of 4 mm$^3$. In Eqs. (1) and (2), we have neglected the losses and source terms due to chemical reactions, especially the oxidation of NO and NO$_2$ by ozone.

$\text{NO} + \text{O}_3 \rightarrow \text{NO}_2 + \text{O}_2,$

$\text{NO}_2 + \text{O}_3 \rightarrow \text{NO}_3 + \text{O}_2,$

as well as on the walls of the cell, mainly the degradation of ozone into O$_2$ on the wall surface, as follows:

![FIG. 1. (Color online) Experimental setup.](image-url)
2O₃ → 3O₂.  \hspace{1cm} (5)

We, therefore, measure a lower limit for the production of O₃ and NO by the laser filaments. On the other hand, the effect on NO₂ is more complex, since Reactions (3) and (4) have opposite effects. These contributions are discussed at the end of the present manuscript. In parallel with the concentration of trace gases, we measured the relative efficiency of charge release by the filaments, as detailed in Ref. 19.

Figure 2 displays the generation rate per unit volume of O₃, NO, and NO₂ in the filament as a function of the incoming pulse energy and duration. Obviously, the filaments produce considerable amounts of these trace gases. For 2.5 shots/s, the concentrations averaged over the cell volume reach 200 ppb of O₃ and 50 ppb of NO₂, one order of magnitude above typical atmospheric values and even higher than the alert level in most countries. They correspond to the generation of extremely high concentrations within the filament volume: 400 ppm (10¹⁶ cm⁻³) of ozone and 100 ppm of NO₂ (3 × 10¹⁴ cm⁻³), respectively.

The production of O₃, NO, and NO₂ increases quite linearly with pulse energy, with a threshold between 1 and 2 mJ, corresponding to the filamentation threshold in our experimental conditions. It is proportional to that of electrons for various pulse durations and energies (Fig. 2). Linearly polarized pulses yield 19% more ozone, 33% more NO, and 68% more NO₂, consistent with the fact that a linear polarization is more favorable to filamentation than a circular one, resulting in our setup, in twice as much charge generation than circularly polarized pulses. These data show that NOx and ozone are mainly produced in the filaments, hence in plasma, rather than in the photon bath. The corresponding pathways may therefore be activated by photodissociation, ionization, or electron impact onto O₂ and N₂ molecules. The very complex chemistry occurring in air plasmas prevents us to isolate one single scheme, although three of them are more likely to contribute significantly to the formation of NO. The first one relies on the N⁺ ions, which are highly reactive with O₂, with a rate constant as high as 5 × 10⁻¹⁰ cm³/s at 300 K. Note that, throughout this work, we use of the rate constants at room temperature because the filaments are known to negligibly heat the heavy species of the plasma.\(^{23}\) The branching ratios are 43%, 51%, and 6% between the reactions, as follows:\(^{23}\)

\begin{align*}
N^+ + O_2 & \rightarrow NO^+ + O^+, \hspace{1cm} (6) \\
N^+ + O_2 & \rightarrow N + O_2^+, \hspace{1cm} (7)
\end{align*}

Alternatively, the recombination of electrons with N₂⁺, can break the N–N bond and lead to the following:\(^{24}\)

e + N₂⁺ → N⁺ + N. \hspace{1cm} (9)

The excited nitrogen atom can also be generated by the following:\(^{25}\)

\[ N₂^* + O' \rightarrow NO + N^+. \hspace{1cm} (10) \]

The activated nitrogen atoms will then react with oxygen molecules, as follows:

\[ N^+ + O_2 \rightarrow NO + O'. \hspace{1cm} (11) \]

Besides Reactions (6) and (11), O' is also produced by the following:\(^{25}\)

\[ e + O_2 \rightarrow O' + O'. \hspace{1cm} (12) \]

The oxygen atoms immediately react with oxygen molecules, as follows:

\[ O' + O_2 + M \rightarrow O_3 + M. \hspace{1cm} (13) \]

Ozone will then oxidize NO into NO₂ through reaction (3). Although the main reaction paths are identified above, simulations of the measured concentrations using rate equations is currently impossible because of the very riche chemical dynamics at play and of the lack of data on the initial N⁺, N₂⁺, N⁺, and N¹⁺ concentrations in the filaments. However, since the concentration of O₃, NO, and NO₂ are closely related to that of the electrons, a process initiation by Reactions (6)–(9) is more likely than (10). The very high concentrations O₃ and NO₂ in the filament volume allow an efficient chemistry. In particular, the equilibrium\(^{17}\)

\[ NO_2 + NO_3 + M \rightleftharpoons N_2O_5 + M, \hspace{1cm} (14) \]

governed by \[ K_{14}=[N_2O_5]/([NO_2][NO_3])=3 \times 10^{-11} \text{ cm}^3 \text{ at 298 K.} \]\( N_2O_5 \) immediately reacts with water, as follows:

\[ N_2O_5 + H_2O(s) \rightarrow 2HNO_3. \hspace{1cm} (15) \]

Given the rate constant \( k_{14}=3 \times 10^{-17} \text{ cm}^3/\text{s} \) of Reaction (4),\(^{17}\) the extremely high NO₂ and ozone concentrations in the filaments could generate up to \( 6 \times 10^{14} \text{ molecules/cm}^3/\text{s} \) of NO₃, a production rate comparable with that of NO₂ in our experiments. Considering the equilibrium constant \( K_{14} \) and the reaction rate \( k_{15}=3 \times 10^{-14} \text{ s}^{-1} \), Reactions (4), (14), and (15) clearly result in the generation of \( N_2O_4 \), hence HNO₃, in the parts per million range, or even higher. Binary HNO₃–H₂O clusters\(^{16}\) then form, grow into condensation nuclei and allow macroscopic
droplet formation and net uptake of water from the atmosphere. Reactions (6)–(15) provide a large excess of condensation nuclei as compared with the droplet densities of at most some $10^3$ cm$^{-3}$ observed in our recent nucleation experiments.$^{13}$ Chemistry therefore appears as the dominant process in laser-induced condensation in subsaturated atmospheres. At least, that relevant species are available in amounts largely sufficient to explain the observed condensation.

Up to now, we have neglected the losses due to Reactions (3)–(5). Since all species are generated simultaneously, their concentrations can be considered as roughly proportional (as is also visible on Fig. 2) so that the reaction rates depend on the square of the considered concentration. Under this assumption, the rate Eq. (1) rewrites, for each species $i$, as follows:

$$V \times dC_i/dt = S_i - k_iC_i^2 - FC_i,$$  

(16)

so that in the steady state,

$$C_i = (F + \sqrt{F^2 + 4k_iS_i})/2k_i.$$  

(17)

Comparing results in two conditions with identical source term and different pumping rates (hence, sampling flows yields

$$k_i = (C_i,F_1 - C_i,F_2)/(C_i,F_2^2 - C_i,F_1^2).$$  

(18)

In the case of ozone, we measured $[O_3] = 314$ ppb for $F_1$ = 2.2 l/min and $[O_3] = 285$ ppb for $F_2$ = 2.7 l/min, which yields $k_{O_3} = 4.5$ l/min/ppm. Implementing this correction increases the source term by at most 10%; the losses due to ozone depletion via chemical processes in the flow cell is not the main source of error. Furthermore, $[NO_2] = 124$ ppb for $F_1$ = 0.5 l/min and $[NO_2] = 32$ ppb for $F_2$ = 2.7 l/min, result in $k_{NO_2} = 1.7$ l/min/ppm, so that the correction is limited to 1.3%, showing that the main sources and sinks of NO$_2$, i.e., respectively Reactions (3) and (4), approximately balance each other. Losses due to chemistry therefore affect little our measurements of both NO$_2$ and O$_3$. These effects are of the same order of magnitude or larger than the long-term drift of the gas analyzers over the time span of the measurements. The concentrations at the output of the cell, and hence the production rates of O$_3$ and NO$_2$ (right scales in Fig. 2) can therefore be trusted within typically 10%. On the other hand, the molecule concentrations in the filament volume (left scale in Fig. 2) rely on the estimation of typical filament diameters, 1–4 which may be trusted within a factor of 2. However, the excess of HNO$_3$ by orders of magnitudes as compared to the amounts required to explain the observed laser-induced water condensation$^{15}$ ensures the validity of our qualitative conclusion in spite of this relatively large quantitative uncertainty.

The depletion of NO was estimated by considering the rate $k_3 = 1.9 \times 10^{-14}$ cm$^3$/s of Reaction (3) (Ref. 17) and the concentration retrieved in the filaments. We find a depletion rate $d[NO]/[NO]dt = k_3 \times [O_3] = 200$ s$^{-1}$. As a consequence, the NO produced is almost completely oxidized into NO$_2$ within 50 ms due to the extremely high ozone concentration. This confirms that Reaction (3) is far from being the limiting factor in the generation of HNO$_3$.

As a conclusion, we have experimentally measured that laser filaments in air generate up to $10^{14}$, $3 \times 10^{12}$, and $3 \times 10^{13}$ molecules of O$_3$, NO, and NO$_2$, respectively. The corresponding local concentrations in the filament active volume are $10^{16}$, $3 \times 10^{14}$, and $3 \times 10^{15}$ cm$^{-3}$ and allow efficient oxidative chemistry of nitrogen, resulting in concentrations of HNO$_3$ in the parts per million range. The latter forming binary clusters with water, our results provide a plausible pathway for the efficient nucleation observed in laser filaments, especially in subsaturated atmospheres.

We gratefully acknowledge B. Lazarroto (Service de la Protection de l’Air de Genève) for supplying the trace gas analyzers. This work was supported by the Swiss NSF (Contract No. 200021-125315).
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Abstract The Teramobile laser facility was used to realize the first mobile source of high-power THz pulses. The source is based on a tilted-pulse-front pumping THz generation scheme optimized for application of terawatt laser pulses. Generation of 50-µJ single-cycle electromagnetic pulses centered at 0.19 THz with a repetition rate of 10 Hz was obtained for incoming 700-fs 120-mJ near-infrared laser pulses. The corresponding laser-to-THz conversion efficiency is approximately 100%.

1 Introduction

THz waves have attracted considerable interest in recent years owing to their prospective applications in different scientific and industrial fields [1, 2]. Some of these applications require ultrashort THz pulses of high peak power, such as for nonlinear optics and spectroscopy in the THz frequency range and for recently developed time-resolved spectroscopy with THz pump [3–7]. To date, the highest THz peak power (100 MW) has been achieved with accelerator-based sources [3]. These sources have a number of obvious disadvantages typical for large-scale facilities. Several table-top techniques based on femtosecond lasers have been tested for obtaining high-power near-single-cycle THz pulses, including photoconductive switches, optical rectification and, more recently, four-wave mixing in air/gas plasma [8]. For most of these techniques the generation of THz pulses with an average frequency of ∼1 THz and peak power of more than 1 MW is problematic owing to the low laser-to-THz conversion efficiency and the inherently limited laser pulse power that can be applied for THz generation. In contrast to other techniques, the tilted-pulse-front pumping (TPFP) THz generation scheme [9, 10] allows an increase in pump laser power to the terawatt level while retaining relatively high energy-conversion efficiency (≥0.1%). Recently, a few TPFP schemes optimized for the generation of extremely high-power (≥100 MW) single-cycle THz pulses have been proposed [11–13].

Several THz applications, such as environmental studies, stand-off THz imaging and spectroscopy for security purposes and point-to-point communications, require mobile sources of high-power THz radiation with a central frequency of 0.1–0.5 THz [1, 2]. This spectral region is particularly attractive because of the relatively low absorption by molecular water in ambient air, which allows propagation of the THz radiation for up to several kilometers under typical atmospheres [14]. Recently, we demonstrated that 30-µJ single-cycle pulses with an average frequency of 0.3 THz can be obtained in a TPFP THz generation scheme pumped by a femtosecond terawatt laser [15]. Although generally bulky, high-intensity lasers can be made mobile and can even be used for field and outdoor experiments, as demonstrated by the pioneering work of the Teramobile consortium [16, 17], which performed numerous field experiments with 100-fs, 4-TW laser pulses. Therefore, such high-intensity laser sources represent good candidates for stand-off and field experiments.

In this letter we report the generation of 50-µJ single-cycle pulses centered at 0.19 THz by a TPFP scheme using the Teramobile laser system as the pump source. To the best
of our knowledge, these are the highest-energy single-cycle THz pulses achieved using a laser-based technique. Moreover, as the pulses were obtained with a mobile laser system, this represents the first demonstration of a mobile source of high-power single-cycle THz pulses.

2 Experimental set-up

The THz generation set-up (Fig. 1) was installed inside the Teramobile laser container. As proposed previously [12, 15], the laser beam cross-section was elliptically shaped before pulse-front tilting to reduce the propagation distance for both the laser and THz pulses inside the lithium niobate crystal and to avoid distortion of the large-aperture laser pulse at the tilting pulse front [11, 12]. Using a telescope consisting of two cylindrical mirrors with a focal length of 550 and 175 mm, respectively for this purpose, we obtained a 40 × 10 mm (1/e²) laser cross-section profile. The long dimension of the laser cross-section was mainly limited by the 30-mm height of the LiNbO₃ crystal. After the cylindrical telescope, the THz generation set-up was similar to that used in our previous work [15].

The absolute value of the THz pulse energy was measured using a room-temperature pyroelectric detector (Coherent, Molelectron J4-05). The same detector model was previously used by other research groups to measure 100-µJ THz pulses obtained with an accelerator-based source [3] and µJ-level pulses generated by optical rectification in ZnTe [5]. Below 1 THz, diffraction and the spectral dependence of the absorber placed on the pyroelectric crystal may result in a decrease in detector sensitivity, so that our measurements provide a lower limit of the absolute energy value in this frequency range. In contrast to previous measurements [3, 5], we did not focus the THz beam on the active area of the detector. The intensity profile for the THz beam cross-section (21 × 15 mm (1/e²) at a distance of 5 mm from the crystal output surface) was measured by scanning with the detector. To obtain THz pulse energy, the scanning data were deconvoluted for the active area of the detector and integrated.

3 Results and discussion

The maximum laser pulse energy of 120 mJ used for THz generation in these experiments was limited by the dimensions of the LiNbO₃ crystal. Figure 2 shows the dependence of the THz pulse energy on the duration of 120-mJ laser pulses. The laser pulse duration was varied by shifting the diffraction grating of the laser compressor (i.e. by laser pulse chirping) as previously described [16].

THz pulses with the highest energy (50 µJ) were achieved with negatively chirped laser pulses of 120 mJ for 700 fs. The use of close to transform-limited 140-fs laser pulses results in a 30% decrease in generation efficiency. One of the most probable explanations for this behavior is self-phase modulation of a 140-fs laser pulse along the propagation distance of 6 m in air from the laser compressor to the THz generation set-up. The presence of self-phase modulation of 140-fs laser pulses is unambiguously indicated by a decrease at 804 nm and increases at 789 and 814 nm in the laser pulse spectra measured just before the THz generation set-up (Fig. 3). These spectral features disappeared when the laser pulses were chirped; moreover, they were not observed immediately after the compressor output. The specific mechanism of the decrease in THz generation efficiency resulting from self-phase modulation is beyond the scope of the present study.

Measurements of the THz pulse energy as a function of the 140-fs laser pulse energy reveal a quadratic dependence up to laser pulse energy of 70 mJ (Fig. 4). A further increase in pulse energy results in saturation of the quadratic dependence (not shown in Fig. 4), which is most probably related to self-phase modulation of the laser pulse, as discussed above.

The temporal profile of the THz pulses was characterized by electro-optic sampling using a 0.5-mm ZnTe crys-
Mobile source of high-energy single-cycle terahertz pulses

![Fig. 3 Spectra of close to transform-limited 140-fs laser pulses (solid line) and negatively chirped 700-fs laser pulse (dashed line) after propagation over a distance of 6 m in air.](image)

![Fig. 4 THz pulse energy as a function of the energy of incident 140 fs transform-limited pulses.](image)

![Fig. 5 (a) Normalized electro-optic signals and (b) power spectra obtained for incident laser pulses of 120 mJ for 700 fs (solid line) and 80 mJ for 500 fs (dashed line).](image)

The THz pulse spectra observed in our experiments are slightly narrower and red-shifted compared with spectra obtained by model calculations for transform-limited laser pulses [13]. The red-shift and spectral narrowing probably result from the pulse chirping applied for THz generation. It should also be noted that according to model calculations [13], the average frequency and width of THz pulse spectra can be increased by up to 1.2 and 1.6 THz (FWHM), respectively, by decreasing the laser pulse duration to 50 fs.

The laser-to-terahertz energy-conversion efficiency calculated from the laser pulse energy incident on the crystal surface and the THz pulse energy measured was $5.0 \times 10^{-4}$. This value is comparable with the conversion efficiencies reported for generation of 10-µJ-scale near-single-cycle THz pulses by TPFP [4, 15]. The photon conversion efficiency was approximately 100%. Note that this value could exceed 100% due to cascaded $\chi^{(2)}$ processes [18, 19].

4 Conclusions

In summary, we have demonstrated the first mobile source of high-power THz pulses based on a TPFP THz generation scheme combined with the Teramobile laser facility. Application of 700-fs, 120-mJ laser pulses yielded 50-µJ single-cycle THz pulses with an average frequency of 0.19 THz. This source can be used for stand-off applications such as nonlinear THz atmospheric research and THz LIDAR systems.

Acknowledgements We acknowledge financial support from the Swiss National Science Foundation (Grant 20021-125315) and the Switzerland-Russia S&T Cooperation Programme “Generation and Applications of High Power Terahertz Waves”. 
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Abstract The Teramobile laser facility was used to realize the first mobile source of high-power THz pulses. The source is based on a tilted-pulse-front pumping THz generation scheme optimized for application of terawatt laser pulses. Generation of 50-µJ single-cycle electromagnetic pulses centered at 0.19 THz with a repetition rate of 10 Hz was obtained for incoming 700-fs 120-mJ near-infrared laser pulses. The corresponding laser-to-THz photon conversion efficiency is approximately 100%.

1 Introduction

THz waves have attracted considerable interest in recent years owing to their prospective applications in different scientific and industrial fields [1, 2]. Some of these applications require ultrashort THz pulses of high peak power, such as for nonlinear optics and spectroscopy in the THz frequency range and for recently developed time-resolved spectroscopy with THz pump [3–7]. To date, the highest THz peak power (100 MW) has been achieved with accelerator-based sources [3]. These sources have a number of obvious disadvantages typical for large-scale facilities. Several table-top techniques based on femtosecond lasers have been tested for obtaining high-power near-single-cycle THz pulses, including photoconductive switches, optical rectification and, more recently, four-wave mixing in air/gas plasma [8]. For most of these techniques the generation of THz pulses with an average frequency of ∼1 THz and peak power of more than 1 MW is problematic owing to the low laser-to-THz conversion efficiency and the inherently limited laser pulse power that can be applied for THz generation. In contrast to other techniques, the tilted-pulse-front pumping (TPFP) THz generation scheme [9, 10] allows an increase in pump laser power to the terawatt level while retaining relatively high energy-conversion efficiency (≥0.1%). Recently, a few TPFP schemes optimized for the generation of extremely high-power (≥100 MW) single-cycle THz pulses have been proposed [11–13].

Several THz applications, such as environmental studies, stand-off THz imaging and spectroscopy for security purposes and point-to-point communications, require mobile sources of high-power THz radiation with a central frequency of 0.1–0.5 THz [1, 2]. This spectral region is particularly attractive because of the relatively low absorption by molecular water in ambient air, which allows propagation of the THz radiation for up to several kilometers under typical atmospheres [14]. Recently, we demonstrated that 30-µJ single-cycle pulses with an average frequency of 0.3 THz can be obtained in a TPFP THz generation scheme pumped by a femtosecond terawatt laser [15]. Although generally bulky, high-intensity lasers can be made mobile and can even be used for field and outdoor experiments, as demonstrated by the pioneering work of the Teramobile consortium [16, 17], which performed numerous field experiments with 100-fs, 4-TW laser pulses. Therefore, such high-intensity laser sources represent good candidates for stand-off and field experiments.

In this letter we report the generation of 50-µJ single-cycle pulses centered at 0.19 THz by a TPFP scheme using the Teramobile laser system as the pump source. To the best
of our knowledge, these are the highest-energy single-cycle THz pulses achieved using a laser-based technique. Moreover, as the pulses were obtained with a mobile laser system, this represents the first demonstration of a mobile source of high-power single-cycle THz pulses.

2 Experimental set-up

The THz generation set-up (Fig. 1) was installed inside the Teramobile laser container. As proposed previously [12, 15], the laser beam cross-section was elliptically shaped before pulse-front tilting to reduce the propagation distance for both the laser and THz pulses inside the lithium niobate crystal and to avoid distortion of the large-aperture laser pulse at the tilting pulse front [11, 12]. Using a telescope consisting of two cylindrical mirrors with a focal length of 550 and 175 mm, respectively for this purpose, we obtained a 40 × 10 mm (1/e<sup>2</sup>) laser cross-section profile. The long dimension of the laser cross-section was mainly limited by the 30-mm height of the LiNbO<sub>3</sub> crystal. After the cylindrical telescope, the THz generation set-up was similar to that used in our previous work [15].

The absolute value of the THz pulse energy was measured using a room-temperature pyroelectric detector (Coherent, Molectron J4-05). The same detector model was previously used by other research groups to measure 100-µJ THz pulses obtained with an accelerator-based source [3] and µJ-level pulses generated by optical rectification in ZnTe [5]. Below 1 THz, diffraction and the spectral dependence of the absorber placed on the pyroelectric crystal may result in a decrease in detector sensitivity, so that our measurements provide a lower limit of the absolute energy value in this frequency range. In contrast to previous measurements [3, 5], we did not focus the THz beam on the active area of the detector. The intensity profile for the THz beam cross-section (21 × 15 mm (1/e<sup>2</sup>) at a distance of 5 mm from the crystal output surface) was measured by scanning with the detector. To obtain THz pulse energy, the scanning data were deconvoluted for the active area of the detector and integrated.

3 Results and discussion

The maximum laser pulse energy of 120 mJ used for THz generation in these experiments was limited by the dimensions of the LiNbO<sub>3</sub> crystal. Figure 2 shows the dependence of the THz pulse energy on the duration of 120-mJ laser pulses. The laser pulse duration was varied by shifting the diffraction grating of the laser compressor (i.e. by laser pulse chirping) as previously described [16].

THz pulses with the highest energy (50 µJ) were achieved with negatively chirped laser pulses of 120 mJ for 700 fs. The use of close to transform-limited 140-fs laser pulses results in a 30% decrease in generation efficiency. One of the most probable explanations for this behavior is self-phase modulation of a 140-fs laser pulse along the propagation distance of 6 m in air from the laser compressor to the THz generation set-up. The presence of self-phase modulation of 140-fs laser pulses is unambiguously indicated by a decrease at 804 nm and increases at 789 and 814 nm in the laser pulse spectra measured just before the THz generation set-up (Fig. 3). These spectral features disappeared when the laser pulses were chirped; moreover, they were not observed immediately after the compressor output. The specific mechanism of the decrease in THz generation efficiency resulting from self-phase modulation is beyond the scope of the present study.

Measurements of the THz pulse energy as a function of the 140-fs laser pulse energy reveal a quadratic dependence up to laser pulse energy of 70 mJ (Fig. 4). A further increase in pulse energy results in saturation of the quadratic dependence (not shown in Fig. 4), which is most probably related to self-phase modulation of the laser pulse, as discussed above.

The temporal profile of the THz pulses was characterized by electro-optic sampling using a 0.5-mm ZnTe crys-
Fig. 3 Spectra of close to transform-limited 140-fs laser pulses (solid line) and negatively chirped 700-fs laser pulse (dashed line) after propagation over a distance of 6 m in air.

Fig. 4 THz pulse energy as a function of the energy of incident 140 fs transform-limited pulses.

Fig. 5 (a) Normalized electro-optic signals and (b) power spectra obtained for incident laser pulses of 120 mJ for 700 fs (solid line) and 80 mJ for 500 fs (dashed line).

The THz pulse spectra observed in our experiments are slightly narrower and red-shifted compared with spectra obtained by model calculations for transform-limited laser pulses [13]. The red-shift and spectral narrowing probably result from the pulse chirping applied for THz generation. It should also be noted that according to model calculations [13], the average frequency and width of THz pulse spectra can be increased by up to 1.2 and 1.6 THz (FWHM), respectively, by decreasing the laser pulse duration to 50 fs.

The laser-to-terahertz energy-conversion efficiency calculated from the laser pulse energy incident on the crystal surface and the THz pulse energy measured was $5.0 \times 10^{-4}$. This value is comparable with the conversion efficiencies reported for generation of 10-µJ-scale near-single-cycle THz pulses by TPFP [4, 15]. The photon conversion efficiency was approximately 100%. Note that this value could exceed 100% due to cascaded $\chi^{(2)}$ processes [18, 19].

4 Conclusions

In summary, we have demonstrated the first mobile source of high-power THz pulses based on a TPFP THz generation scheme combined with the Teramobile laser facility. Application of 700-fs, 120-mJ laser pulses yielded 50-µJ single-cycle THz pulses with an average frequency of 0.19 THz. This source can be used for stand-off applications such as nonlinear THz atmospheric research and THz LIDAR systems.
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Mechanism of hollow-core-fiber infrared-supercontinuum compression with bulk material
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We numerically investigate the pulse compression mechanism in the infrared spectral range based on the successive action of nonlinear pulse propagation in a hollow-core fiber followed by linear propagation through bulk material. We found an excellent agreement of simulated pulse properties with experimental results at 1.8 μm in the two-optical-cycle regime close to the Fourier limit. In particular, the spectral phase asymmetry attributable to self-steepening combined with self-phase modulation is a necessary prerequisite for subsequent compensation by the phase introduced by glass material in the anomalous dispersion regime. The excellent agreement of the model enabled simulating pressure and wavelength tunability of sub-two cycles in the range from 1.5 to 4 μm with this cost-efficient and robust approach.
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I. INTRODUCTION

The ability to study molecular dynamics was one motivation to improve chirped pulse amplification (CPA) [1] in terms of reduced pulse duration and increased energy since the early 1990s. The key ingredient for reducing the pulse duration to few optical cycles at high power levels lies in additional spectral broadening through either (i) nonlinear propagation in hollow-core-fiber (HCF) [2] and laser-induced (co-)filaments [3–5] or (ii) ultrabroadband optical parametric amplification (OPA) [6] and OPCPA [7]. However, the main challenge remains in controlling the spectral phase of the ultrabroadband spectrum. Conventional prism or grating configurations have been demonstrated for pulse compression to few optical cycles. However, prisms suffer from higher-order distortions and nonlinear effects at high peak powers, while gratings introduce losses. Active devices such as spatial light modulators offer full control over the spectral phase but are elaborate experimentally [8] and also induce high losses. The established state of the art for high-power, carrier-envelope phase (CEP), stable, few-cycle pulse generation consists of chirped mirrors typically being used subsequently to induce broadening in a HCF.

Based on those achievements at 800 nm wavelength, the development of attosecond technology in the framework of high-order harmonic generation (HHG) during the past decade accessed a previously unexplored time scale down to currently 80 as [9]. Because the extension of the XUV spectrum scales as $I \propto \lambda^2$ [10,11], reliable sources delivering high intensities $I$ at longer wavelengths $\lambda$ of the driving laser are required to generate shorter attosecond pulses. The present article numerically investigates the mechanism of a cost-efficient approach for compression of intense IR few-cycle pulses that has been recently demonstrated experimentally [12]. This technique is based on spectral broadening in an argon-filled HCF followed by compression using anomalous dispersion of fused silica (FS) which introduces negative group delay dispersion (GDD) in this IR spectral range. The motivation of the present numerical study is to explain why the compression is not limited by third-order dispersion (TOD), which is positive for all materials. By the help of one-dimensional propagation simulations, we identified the exact compression mechanism. The action in argon of the Kerr effect up to the 10th order combined with dispersion and self-steepening generates a spectral asymmetry whose phase is adequately opposed to the one subsequently introduced by linear anomalous propagation through FS. Note that this technique differs from [13], where the propagation inside the output window has to be nonlinear to compress the pulse after the propagation cell.

II. EXPERIMENTAL AND NUMERICAL METHODS

The experimental setup employed to demonstrate the new compression concept [12] is depicted in Fig. 1. It shows the IR source which is a fluorescence-seeded, high-energy OPA (HE-TOPAS, Light Conversion) pumped by 7-mJ, 40-fs pulses from a Ti:Sa CPA. The OPA Idler wavelength is tuned to 1.83 μm providing a pulse duration of 73 fs and 0.93 mJ of pulse energy. The IR laser beam is coupled to a HCF (400 μm in diameter, 1.4 bar argon pressure) using a f = 1-m plano-convex lens. Lens and cell windows are made of CaF$_2$ to introduce minimal dispersion to the OPA pulses. Due to Fresnel losses on the uncoated glass surfaces, approximately 0.82 mJ is coupled into the fiber. The pure fiber transmission is estimated to be 65% and the output beam is collimated using an R = 2-m concave silver mirror. Pulses are then recompressed by a single pass through a 3-mm FS glass plate. Their characterization is carried out with a home-built second-harmonic-generation–frequency-resolved optical gating (SHG-FROG) specially designed for few-cycle pulse measurement [14]. The experimental data appear as red circles in Fig. 2 as a reference for the numerical simulations (solid blue curve). Figure 2(a) shows the broadened spectra after the HCF with its corresponding spectral phase before compensation by the FS plate in (c). On the other hand, the spectral phase in (d) includes the contribution of nonlinear propagation in the fiber plus the linear propagation through FS in the
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anomalous dispersion regime. Experimentally, this flat phase is determined by varying the glass thickness by steps of 0.5 mm and small angular tilts, which lead to the generation of 11.5-fs pulses displayed in Fig. 2(b). This excellent compression to only 1.14 times the FL (10.1 fs) is surprising even though the GDD of FS is negative in the anomalous dispersion regime. As discussed in [12], the TOD, which is positive for all gases, would be expected to broaden a FL pulse to almost 15 fs (1.5 times the FL) after passing the FS and CaF2 if it was the only process in play.

To bring insight into the compression mechanism, we precisely modeled the nonlinear propagation in the HCF, as well as the linear propagation through the glass, according to the experimental conditions. Let us consider a linearly polarized incident electric field \( E = \text{Re} \{ |E(z,t) \exp[i(k_0 z - \omega_0 t)] | \} \) at wavelength \( \lambda_0 = 1.83 \mu m \) traveling in a HCF filled with argon along the propagation axis \( z \). \( k_0 = 2\pi n_0 / \lambda_0 \) and \( \omega_0 = 2\pi c / \lambda_0 \) are the wave number and the frequency of the carrier wave, respectively. The refractive index \( n \) is evaluated according to the Sellmeier equation of argon at 1 bar [15] and its pressure dependence is given by

\[
n(p) = \sqrt{1 + p[n(p = 1)^2 - 1]}, \quad p = P/1 \text{ bar}
\]

where \( n(p) \) is the Fourier transform of \( n \). The terms on the right-hand side of Eq. (1) account for dispersion \([ D(\omega) = k(\omega) - k_0 - k_1 (\omega - \omega_0)] \), self-steepening \( (T = 1 + i \tau_{shock} \partial_\theta) \), instantaneous Kerr effects \( (\Delta n = \sum_{m=1}^{\infty} n_{2m}[|e|^{2m}] \) includes the contribution of higher nonlinear indexes up to \( n_{10} \), and optical losses \( \alpha \). The \( n_{2m} \) coefficients are related to \( \chi^{(2m+1)} \) susceptibilities and have been reported in a recent article [17] at 800 nm. We then extrapolated these indexes at 1.83 \( \mu m \) by using generalized Miller formulas [18], providing the spectral dependence of the \( n_{2m} \) coefficients from the knowledge of the linear dispersion. The calculated nonlinear refractive indexes used in this article are summarized in Table I. Losses \( \alpha \) have been estimated from the experimental measurements described in [12]. Equation (1) is valid even for subcycle pulses [19]. Finally, we numerically checked that the initial conditions are chosen to match the experimental parameters of [12], as summarized in Table II.

The input electric field envelope is modeled by a Gaussian profile as

\[
\epsilon(t,0) = \sqrt{\frac{2P_{in}}{\pi \sigma_i^2}} \exp\left(-\frac{t^2}{\sigma_i^2}\right),
\]

where \( P_{in} \) denotes the initial peak power, \( \sigma_i \) is the intensity quadratic radius, and \( \sigma_i = |\Delta \tau_{FWHM}|/\sqrt{\ln(2)} \) (\( \Delta \tau_{FWHM} \) is the full width at half maximum of temporal intensity). \( P_{in} \) is then calculated as \( P_{in} = \sqrt{2P_{in}E_{in}} \), \( E_{in} \) being the pulse energy. The initial conditions are chosen to match the experimental parameters of [12], as summarized in Table II.

Equation (1) is solved with a split-step Fourier algorithm for 1 m fiber length. At each propagation step, the dispersion terms are computed in the frequency domain, whereas both the nonlinear contributions and the self-steepening are treated.

TABLE I. Nonlinear indexes of argon at 1.83 \( \mu m \) used in the model \( (p \) accounts for the relative gas pressure: \( p = \frac{P}{1 \text{ bar}} \)).

<table>
<thead>
<tr>
<th>( n_2 )</th>
<th>( n_4 )</th>
<th>( n_6 )</th>
<th>( n_8 )</th>
<th>( n_{10} )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-24} )</td>
<td>( 10^{-42} )</td>
<td>( 10^{-58} )</td>
<td>( 10^{-75} )</td>
<td>( 10^{-94} )</td>
<td>( \frac{1}{1} )</td>
</tr>
<tr>
<td>( m^2 \ W^{-1} )</td>
<td>( m^4 \ W^{-2} )</td>
<td>( m^6 \ W^{-3} )</td>
<td>( m^8 \ W^{-4} )</td>
<td>( m^{10} \ W^{-5} )</td>
<td>( m^{-1} )</td>
</tr>
</tbody>
</table>

\( 9.73p \) | \( -3.55p \) | \( 3.78p \) | \( -1.59p \) | \( 8.10p \) | \( 0.43p \) |

FIG. 2. (Color online) Comparison between experimental (red circles) and theoretical (solid blue line) results. (a) Power spectrum for propagation in argon at pressure of 1.4 bar, (c) spectral phase of the pulse before and (d) after compensation with 3-mm FS. The temporal intensity profile of the compressed pulse is shown in (b).

<table>
<thead>
<tr>
<th>( E_{in} ) (mJ)</th>
<th>( \Delta \tau_{FWHM} ) (fs)</th>
<th>( \sigma_i ) (( \mu m ))</th>
<th>( P_{in} ) (GW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.82</td>
<td>73</td>
<td>210</td>
<td>10.5</td>
</tr>
</tbody>
</table>
in the time domain. The self-steepening is solved by using a second-order Runge-Kutta procedure. Moreover, we ensured that increasing the temporal resolution does not change our numerical results.

In order to reproduce experimental conditions, we then apply the spectral phase function induced by both the 1-mm CaF\textsubscript{2} output window and the FS plates with different thicknesses. This function is calculated according to the Sellmeier equations giving the spectral dependence of the CaF\textsubscript{2} and FS refractive indexes \cite{20,21}. In addition, we checked experimentally that no spectral broadening occurs when the fiber is empty, that is, the propagation within the CaF\textsubscript{2} plates remains linear.

### III. RESULTS AND DISCUSSION

Figure 2 compares the experimental and numerical results at a glance. It displays the broadened power spectrum after nonlinear propagation (a), the corresponding spectral phase before (c) and after (d) compression with 3 mm FS. Measured and simulated temporal intensities after compression are shown in (b). The crucial task of the numerical work was to determine the origin for the asymmetry of (i) the spectral shape in (a) and (ii) the phase which is then efficiently compensated by glass material in the anomalous dispersion regime shown in (d). The excellent match for nonlinear propagation according to the full model given by Eq. (1) and subsequent compression with bulk material revealed that SPM, self-steepening, and higher-order Kerr terms during propagation in the fiber are the three relevant nonlinear effects for describing the experimental observations. The aim of the current section is to discuss their respective contributions to the final compression with a simple FS plate. We stress the fact that simulations match exactly experimental conditions. The low peak power of 10.5 GW, which is less than one-third the critical power for self-focusing in argon (≈37 GW at 1.4 bar), prevents spatiotemporal pulse collapse and thus fully justifies the 1D + 1 modeling.

#### A. Pulse compression to few optical cycles

Before having a closer look at the details of the nonlinear propagation, we numerically describe the compression by linear propagation through a bulk material in the anomalous dispersion regime. Due to self-steepening, the asymmetric spectral shape of Fig. 2(a) is accompanied by an asymmetric spectral phase. This uncompensated phase after the fiber assembly but before the FS plate is shown in Fig. 3(a) as a red line. In the temporal domain it causes the trailing edge to be more abrupt than the leading one, producing a strong asymmetry in the temporal intensity profile plotted in Fig. 3(b). Its FWHM pulse duration is about 75 fs after the CaF\textsubscript{2} window, close to the 68 fs measured experimentally but far longer than the FL of 11.3 fs. Obviously, the output spectral phase is predominantly positively chirped, as expected from SPM-induced broadening. Pure SPM induces a spectral phase that is typically approximated by a quadratic function and therefore can be compensated because the GDD of both FS and CaF\textsubscript{2} is negative in the anomalous dispersion regime. Thus, a pulse which has experienced Kerr-induced spectral broadening can be temporally compressed by travel through an adequate

![Figure 3](image-url). (Color online) Pulse compression for the spectrum of Fig. 2 by adding different amounts of FS. The color coding for the spectral phases in (a) corresponds to the temporal intensities in (b). Comparing the green with the black dashed plot demonstrates the effect of uncompensated TOD components.

FS plate, as depicted in Fig. 3. The figure illustrates the effect of different glass thicknesses on the spectral phase and corresponding time profile whereby the complete phase introduced by FS is calculated according to the Sellmeier equation. The best compression is obtained using a 2.77-mm FS plate and leads to a pulse duration of 10.9 fs, which corresponds to about 1.8 optical cycles at 1.83 µm. Moreover, we calculated that using a 3-mm FS plate leads to a pulse duration of 11.1 fs. The agreement is excellent, even quantitatively, since the shortest experimentally measured duration was 11.5 fs along with a FL of 10.1 fs. Moreover, the contrast between the main pulse and satellite pulses remains relatively high (about 11), in both experiment and simulation. However, this situation worsens if only the GDD is compensated for. To demonstrate this, we calculated compression taking into account only the negative GDD of 3-mm FS instead of taking the full Sellmeier formula into account (short-dashed line in Fig. 3). Apparently, the compression cannot reach the FL mainly because of remaining higher-order dispersion, which is not fully compensated by FS, as depicted in Fig. 3(a). That means if the negative TOD component after nonlinear propagation is not compensated by the bulk material, the pulse duration increases to 13.5 fs.

#### B. Mechanism study: Respective contributions of the processes in play

Starting from the initial conditions summarized in Table II the nonlinear propagation was simulated investigating different nonlinear effects. As expected, the third-order Kerr term (κ\textsubscript{3} in Table I), typically referred to as SPM, is the driving force for spectral broadening \cite{16}. After 1 m of propagation the broadened spectrum symmetrically spans over 1 µm (from 1.3 to 2.3 µm), as can be seen in Fig. 4(a). Even though spectral bandwidth and FL pulse durations are comparable with those of the experiment, the spectral shape and phase are not adequately reproduced (data not shown). On the other hand, the full model corresponding to the solid line in Fig. 2 including self-steepening and higher-order Kerr terms exhibits different propagation dynamics, as illustrated in Fig. 4(b), and yields remarkable agreement with the experiment result.

To track the contribution of different nonlinear effects, we successively introduced them in the numerical model and compare the corresponding outcomes. Table III summarizes the characteristic lengths \( L_\text{r} \) of all processes taken into

---

**TABLE II: Initial conditions**

<table>
<thead>
<tr>
<th>Process</th>
<th>Carrier Frequency (THz)</th>
<th>Amplitude (TW cm(^{-2}))</th>
<th>Phase (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPM</td>
<td>1.83</td>
<td>500</td>
<td>6</td>
</tr>
<tr>
<td>self-steepening</td>
<td>1.83</td>
<td>30</td>
<td>6</td>
</tr>
<tr>
<td>TOD</td>
<td>1.83</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>

---

**TABLE III: Characteristic lengths**

<table>
<thead>
<tr>
<th>Process</th>
<th>( L_\text{r} ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPM</td>
<td>0.1</td>
</tr>
<tr>
<td>self-steepening</td>
<td>0.1</td>
</tr>
<tr>
<td>TOD</td>
<td>1</td>
</tr>
</tbody>
</table>
account. As expected, the main process driving the pulse propagation (i.e., the process with the shortest characteristic length) is the total Kerr effect, whereas the gas dispersion remains negligible. As shown in [22], even if the first order remains most important during the propagation, it appears that the higher-order Kerr contributions have a non-negligible effect, leading to a refractive index saturation at an intensity of 19 TW cm$^{-2}$ and even a negative nonlinear refractive index for intensities higher than 27 TW cm$^{-2}$.

Moreover, as depicted in Table III, self-steepening is not the main process driving the pulse propagation since its characteristic length $L_{\text{steepening}}$ is about 50 times longer than those of the Kerr effect. In any case, since $L_{\text{steepening}}$ is comparable with the fiber length, it cannot be neglected. In that section, we investigate how the steepening modifies the final result, and in particular the compression.

As mentioned earlier, the simple case of pure SPM, which only takes into account the first-order Kerr term, is not appropriate for explaining the results of Fig. 2. To find the nonlinear pulse-shaping mechanism that allows for subsequent compression with bulk material, we investigate the effect of the following three models:

(i) Kerr model: Includes higher-order Kerr effects but without self-steepening (green dashed-dotted line in Fig. 5);
(ii) Reduced model: Includes only the third-order Kerr effect and self-steepening (dashed blue line in Fig. 5);
(iii) Full model: Includes higher-order (up to 11th) Kerr terms and self-steepening (red solid line in Fig. 5).

TABLE III. Characteristic lengths of the different processes taking place during the propagation.

<table>
<thead>
<tr>
<th>Nonlinear effect</th>
<th>Characteristic length</th>
<th>Distance (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kerr (3rd order)</td>
<td>$</td>
<td>c/(\omega_0 n_2</td>
</tr>
<tr>
<td>Kerr (5th order)</td>
<td>$</td>
<td>c/(\omega_0 n_2</td>
</tr>
<tr>
<td>Kerr (7rd order)</td>
<td>$</td>
<td>c/(\omega_0 n_2</td>
</tr>
<tr>
<td>Kerr (9th order)</td>
<td>$</td>
<td>c/(\omega_0 n_2</td>
</tr>
<tr>
<td>Kerr (11th order)</td>
<td>$</td>
<td>c/(\omega_0 n_2</td>
</tr>
<tr>
<td>Kerr (full)</td>
<td>$</td>
<td>c/(\omega_0 \sum_{m=1}^{5} n_{2m}</td>
</tr>
<tr>
<td>Self-steepening</td>
<td>$</td>
<td>c\sigma/T \sum_{m=1}^{5} n_{2m}</td>
</tr>
<tr>
<td>Dispersion</td>
<td>$</td>
<td>\sigma^2/k^2</td>
</tr>
</tbody>
</table>

FIG. 4. (Color online) Spectral evolution as a function of propagation distance for the simple case considering only $n_2$ in (a) and for the full model in (b). The latter clearly resembles an asymmetry because of self-steepening, which tends to promote the higher-frequency region.

FIG. 5. (Color online) Comparison of the three numerical models with experimental measurements. (a,b) Time profile of (a) the uncompressed and (b) the compressed pulses. (c) Broadened power spectrum and (d) its associated phase when the pulse is compressed.

Above all, one can see that using the pure Kerr model is not sufficient for accurately describing the output spectral shape or its phase. In particular, it is obvious from Fig. 5(d) that the phase in the blue part of the spectrum strongly deviates from the experiment. This also reflects as a longer pulse duration of 12.9 fs and a reduced contrast ratio between main and satellite pulses.

Accounting for self-steepening is the key advance of the reduced model (blue line), which enables modeling an asymmetric spectral shape and phase being much closer to the experimental one than the Kerr model. However, small discrepancies of the spectral peak positions in combination with additional phase modulations around the center wavelength lead to an enhanced postpulse appearing at shorter delay than that seen in the experiment.

For the considered experimental conditions, the full model describes the broadening process to a much higher degree of accurateness, as is evident when comparing the result with experimental data. The spectral shape, both compressed and uncompressed phase, as well as the temporal intensity, match perfectly except for a small deviation of the blue spectral peak in the 1400- to 1700-nm spectral range. The relative peak height and the cutoff on the blue side are reduced. The latter might explain a slightly longer FL of 10.8 fs in the simulation compared to the 10.1 fs in the experiment. However, the phase in the same region agrees very well and so does the temporal appearance of main and satellite pulses.

Residual discrepancies could originate from the approximation in the steepening term $\tau_{\text{shock}} \simeq \frac{1}{\omega_0}$. In particular, it has been demonstrated that for quite a broad spectrum $\tau_{\text{shock}}$ has to be corrected as $\tau_{\text{shock}} = \frac{1}{\omega_0} - \frac{\partial A_{\text{eff}}(\omega)}{\partial \omega_0}$, where $A_{\text{eff}}(\omega)$ is the effective area. This correction induces a change in the spectrum asymmetry and could indeed explain the difference between experiments and numerical results in Fig. 5. Moreover, spatiotemporal couplings which intrinsically cannot be taken into account in 1D simulations or excitation of higher-order transverse modes cannot be totally ruled out for explaining these discrepancies.
However, this correction does not affect the bottom line of the numerical investigations. Our results prove that neglecting self-steepening leads to underestimating the compression efficiency (the best compression gives 12.9 fs, that is, 2.1 cycles) and the contrast between the main and the satellite pulses (about 5), indicating that self-steepening induces an opposite contribution to the positive TOD of the FS plate. Moreover, as in [22], it appears that the higher-order Kerr terms have to be included in order to quantitatively reproduce experiments.

C. Parameters dependence

Enforced by the quantitative agreement of our full model, we performed a parameter study in order to find the optimal conditions to generate single-cycle IR pulses with a clean temporal shape (i.e., without any post- or prepulses). In that regard, we investigate how the compression behaves as functions of both wavelength and argon pressure. Adjusting the pressure is a very handy method for controlling the spectral broadening, simply because $n_2$ is proportional to the pressure. Indeed, a higher pressure is expected to broaden the spectrum even more, leading in turn to shorter compressed pulses, provided an adequate FS plate can compensate for potentially more complex spectral phases induced by both SPM and self-steepening as the pulse spectrum gets broader and broader. In addition, when aiming for even shorter XUV attosecond pulses, few-cycle driving fields in the IR region are strongly desirable simply because the extension of the XUV spectrum is proportional to the kinetic energy of the accelerated electron scaling as $I \lambda^2$. In that framework, we have extended our analysis to longer wavelengths, and we discuss the efficiency of the method to generate single-cycle pulses in the 1.4- to 4-µm spectral region.

1. Pressure dependence at 1.83 µm

We first performed calculations as a function of pressure according to the experimental conditions (i.e., setting the other parameters like in the experimental conditions being discussed in the first section). As depicted in Fig. 6(a), a higher pressure leads to a shorter main pulse, however, at the cost of the growth of satellite pulses in the trailing edge of the pulse [see Fig. 6(b)]. For instance, the best compression with a FS plate at a pressure of 2.6 bar is about 7.5 fs, which is less than 1.25 cycles. However, as depicted in Fig. 7, the nonlinear induced spectral phase cannot be fully compensated by the FS plate, causing the birth of several satellite pulses. Moreover, increasing the pressure above 2.6 bar enhances those satellite pulses without reducing the main pulse duration. In other words, a trade-off between the pulse duration and contrast of main and satellite pulses has to be accepted due to uncompensated higher-order dispersion.

2. Wavelength dependence at 1.4 bar pressure

In this section, we describe how the compression behaves as the pulse central wavelength is varied for all other parameters, keeping the same initial conditions of the first section. Figure 8(a) displays the pulse duration as a function of the pulse central wavelength and shows the scalability for generating sub-two-cycle pulses with this very simple compression technique at least from 1.7 to 4 µm. Nevertheless, as depicted in Fig. 8, the compression ability below 1.7 µm diminishes, mainly because the zero second-order dispersion wavelength lies at around 1.3 µm. On the contrary, the ratio $k_2/k_3$ of FS being higher at longer wavelengths, the propagation through the FS plate leads in turn to a better compression at longer central wavelengths. However, since the nonlinear refractive index $n_2$ decreases as the wavelength increases and since the same $B$ integral $[B = n_2 \int_0^1 I(z) \, dz]$ has to be accumulated to obtain an equivalent spectral broadening, it appears that the compression at longer wavelengths is limited at this pressure mainly because of the limited spectral broadening.

IV. CONCLUSION

In this article, we have identified the mechanisms allowing for pulse compression of IR pulses in a FS plate after...
spectral broadening in an argon-filled HCF. We have described numerically a technique for generating tunable sub-two-cycle pulses in the range from 1.5 to 4 \( \mu m \), which have been also demonstrated experimentally at 1.83 \( \mu m \) center wavelength. In particular, the comparison between experiment and simulations revealed self-steepening as a key process, as well as a significant contribution from higher-order Kerr terms. Compression is simply achieved by propagating the pulse through a FS plate, which exhibits negative GDD in the IR range, after nonlinear propagation in a standard HCF setup. Our numerical simulations show that self-steepening allows a better compression than expected due to SPM only because steepening induces a negative third-order component which partially compensates the positive TOD of FS. Moreover, we have identified the processes involved in the spectral broadening process. Thus, it appears that higher-order Kerr terms have an important impact to adequately fit the experimental results. Moreover, the excellent quantitative agreement of our model with respect to the experiments driven at 1.83 \( \mu m \) allowed us to discuss the optimal parameters for generating sub-two-cycle pulses in the 1.5- to 4-\( \mu m \) range. Such a tunable, few-cycle IR source will be useful in the scope of attosecond pulse generation experiments, where the cutoff frequency of the XUV radiations quadratically depends on the pump wavelength.
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W. Ettoumi,1 P. Béjot,2 Y. Petit,3 V. Loriot,2,3 E. Hertz,2 O. Faucher,2 B. Lavorel,2 J. Kasprian,1,* and J.-P. Wolf1
1Université de Genève, GAP-Biophotonics, 20 rue de l’Ecole de Médecine, 1211 Geneva 4, Switzerland
2Laboratoire Interdisciplinaire Carnot de Bourgogne (ICB), UMR 5209 CNRS-Université de Bourgogne, 9 Av. A. Savary,
Boîte Postale 47 870, F-21078 DIJON Cedex, France
3Instituto de Química Física Rocasolano, CSIC, C/Serrano, 119, 28006 Madrid, Spain

(Received 4 May 2010; published 21 September 2010; publisher error corrected 27 September 2010)

Based on numerical simulations, we show that higher-order nonlinear indices (up to \(n_8\) and \(n_{10}\), respectively) of air and argon have a dominant contribution to both focusing and defocusing in the self-guiding of ultrashort laser pulses over most of the spectrum. Plasma generation and filamentation are therefore decoupled. As a consequence, ultraviolet wavelength may not be the optimal wavelength for applications requiring to maximize ionization.
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The filamentation of high-power ultrashort laser pulses is generally described as a dynamic balance between Kerr self-focusing and the defocusing by the plasma generated at the nonlinear focus [1–5]. In this description, the Kerr-induced change in the refractive index is truncated to the first term \(n_2 I\), where \(I\) is the local intensity. However, at higher intensities, the development has to be extended to higher-order terms in \(I\) so that the real part of the refractive index at any frequency \(\omega\) writes

\[
n(\omega) = n_0(\omega) + \Delta n_{\text{Kerr}}(\omega) = n_0(\omega) + \sum_{j=1}^{\infty} n_{2j}(\omega) I^j,
\]

where the \(n_{2j}(\omega)\) coefficients are related to the \((2j + 1)\)th-order susceptibility tensor \(\chi^{(2j+1)}(\omega)\), in the degenerate case where all considered fields are at frequency \(\omega\):

\[
n_{2j}(\omega) = \frac{(2j + 1)!}{2^{j+1}j!(j + 1)!} \frac{1}{n_2^2(\omega)\epsilon_0 c} \text{Re} \left[ \chi^{(2j+1)}(\omega) \right].
\]

In the past years, several numerical works have investigated the influence of the quintic nonlinear response on the filamentation dynamics at a wavelength of 800 nm, although without knowledge of its actual value [6–10]. They suggested that this term was defocusing, but considered it as marginal. Recently, the measurement of the higher-order Kerr indices at a wavelength of 800 nm up to \(n_8\) in air and \(n_{10}\) in argon [11] showed that they have alternate signs, and are therefore alternatively focusing and defocusing. Furthermore, by implementing these terms in a numerical simulation of filamentation, we have recently shown that the defocusing terms \(n_4\) and \(n_8\), rather than the plasma, provide the main regularizing process in the filamentation of 30-fs pulses in air at 800 nm so that plasma generation and propagation equations are almost decoupled [12]. This finding provides an explanation for measurements of plasma-free filamentation [13,14] and predicts symmetrical temporal pulse shapes, in contrast with a balance between the instantaneous Kerr term and the time-integrated plasma contribution, which implies strongly asymmetric pulse shapes [15]. It also explains the discrepancy, by almost 2 orders of magnitude, between experimentally measured and numerically derived electron densities within filaments. While the experiments yield some \(10^{14}\) cm\(^{-3}\) [16,17], the numerical simulations require a few \(10^{10}\) cm\(^{-3}\) to balance the \(n_2 I\) Kerr self-focusing term [3,4]. The consideration of the higher-order Kerr terms also turned out to be necessary to obtain a quantitative agreement between numerical simulations and experimental results about the propagation of ultrashort infrared (IR) pulses in an argon-filled hollow-core fiber [18,19].

However, the ionization rates are higher at shorter wavelengths so that ionization is generally believed to be much stronger in the case of ultraviolet (UV) filamentation [20], while its low efficiency in the IR would, in the past, prevent self-guiding of filaments. But the recently derived generalized Miller formulas [21] predict larger absolute values of the higher-order nonlinear indices at shorter wavelengths, with higher spectral dependencies for the higher orders. As a consequence, the relative contribution to self-guiding cannot be easily extrapolated from qualitative discussions.

In this paper, we numerically investigate these relative contributions from the near UV to the near infrared (NIR). Using the values of the \(n_{2j}\) indices at any wavelength as obtained from the generalized Miller formulas [21], and the values recently measured at 800 nm [11], we simulate the filamentation of laser pulses from 300 to 1 600 nm in air and argon. We show that filaments are efficiently generated at all wavelengths, even in the IR. Moreover, the plasma marginally contributes to self-guiding in the filamentation of 30-fs laser pulses in argon for wavelengths typically longer than 400 nm. In air, where the ionization of oxygen is about 100 times more efficient than in argon, the Kerr terms still provide the largest defocusing contribution, although the plasma contribution can be neglected over the whole propagation length only in the IR. This finding strongly impacts the plasma generation. We also find that UV wavelengths are not optimal to maximize ionization in a filament.

Numerical simulations are performed, as described in detail in Ref. [12], by solving a nonlinear Schrödinger equation (NLSE) taking the higher-order Kerr terms into account. The reduced scalar envelope \(\epsilon\) defined such that \(|\psi(r,z,t)|^2 = I(r,z,t)\), \(I\) being the intensity, is assumed to vary slowly in
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time and along $z$:

$$\partial_t \varepsilon = \frac{i}{2k} \Delta_{\perp} \varepsilon - \frac{k''}{2} \partial_z^2 \varepsilon$$

$$+ \left(1 + \frac{i}{\omega \partial t} \right) \frac{i}{n_0} \left( \sum_{j=1}^{n_{2j}} n_{2j} |\varepsilon|^{2j} \right) \varepsilon - \frac{i}{2n_0 \rho_c} \varepsilon$$

$$- \frac{\varepsilon}{2} \sum_{\ell=O_2, N_2} \left[ \sigma_0(\omega) + \frac{W_{\ell}(|\varepsilon|^2, \omega) U_\ell}{|\varepsilon|^2} (p_{\text{at}} - \rho) \right],$$

(3)

where $\omega$ and $k$ are the angular frequency and wave number of the carrier wave, $k''$ accounts for the linear group-velocity dispersion (GVD), $\rho$ is the electron density, $p_{\text{at}}$ is the density of neutral molecules of species $\ell$, $\rho_c$ is the critical plasma density and $m_e$ and $q_e$ are the mass and charge of the electron, $n_0$ is the linear refractive index at $\lambda$, $W_{\ell}(|\varepsilon|^2)$ is the photoionization rate of species $\ell$ with ionization potential $U_\ell$, $\sigma_0$ is the cross section for avalanche ionization as defined below in Eq. (8), and $t$ refers to the retarded time in the reference frame of the pulse. The right-hand terms of Eq. (3) account for spatial diffraction, second-order GVD, Kerr self-focusing (including the self-steepening term), defocusing by the higher-order nonlinear refractive indices, plasma defocusing, inverse bremsstrahlung, and multiphoton absorption, respectively. We neglect the delayed orientational response, which for pulses longer than 100 fs would increase the self-focusing term [3,4] and affect the ionization efficiency of $N_2$ and $O_2$ molecules by less than 20% and 10%, respectively [22,23]. These opposite effects are negligible in the numerical simulations for 30-fs pulse duration, and do not affect qualitatively the following discussion even for longer pulses. We also neglect space-time focusing. However, in the following, we mainly focus on the self-guiding process, peak intensity, and ionization, which are little affected by this approximation.

The spectral dependence of the NLSE (3) stems from the plasma contribution as well as the dispersion of the linear ($n_0$) and nonlinear ($n_{2j}$) refractive indices. The latter can be deduced at any frequency $\omega$ from those of $O_2$ and $N_2$ at the same frequency by following the Lorenz-Lorentz relation, which links the refractive index of a mix of nonpolar gases to its components [24],

$$\frac{n_{2j}^2(\omega) - 1}{n_{2j}^2(\omega) + 2} = \sum \rho_i \frac{n_i^2(\omega) - 1}{n_i^2(\omega) + 2},$$

(4)

where $n(\omega)$ is defined in Eq. (1) and $\rho_i$ denotes the relative abundance of the species $i$ in the mix. Considering that $\Delta n_{\text{Kerr}} \ll 1$, a first-order development of Eq. (4) yields, for any order $j$:

$$n_{2j, \text{Air}}(\omega) = 0.79 n_{2j, N_2}(\omega) + 0.21 n_{2j, O_2}(\omega).$$

(5)

The values of the $n_{2j}$ for argon, nitrogen, and oxygen can be calculated at any frequency $\omega$ from their values measured at $\lambda_0 = 800$ nm [11] and the dispersion curves in those gases [25], through the generalized Miller formula [21] expressed in term of nonlinear refractive indices:

$$n_{2j}(\omega) = n_{2j}(\omega_0) \left[ \frac{n_{0j}^2(\omega) - 1}{n_{0j}^2(\omega_0) - 1} \right]^{2(j+1)}.$$

(6)

While $n_{0, \text{Air}}$ varies by a factor of 2 between 300 and 1 600 nm, ionization displays an even much steeper spectral dependence. More specifically, the temporal evolution of the electron density is given by

$$\frac{\partial p}{\partial t} \approx \sum_{\ell=O_2, N_2} \left[ W_{\ell}(I, \omega)p_{\ell, \text{nl}} + \sigma_0(\omega) I \rho \right],$$

(7)

where $p_{\ell, \text{nl}}$ is the initial density of neutral molecules of species $\ell$. Here, attachment to neutral molecules and recombination with positive ions have been neglected owing to the short pulse durations considered in this paper. The cross section for avalanche ionization is calculated on the basis of Drude’s theory [3]:

$$\sigma_0(\omega) = \frac{q_e^2}{\omega^2 m_e n_0(\omega)c \nu_{e,c}} \left(1 + \frac{x}{x_c} \right)^2$$

$$\approx \frac{q_e^2 \nu_{e,c}}{\omega^2 m_e n_0(\omega)c},$$

(9)

where $\nu_{e,c}$ is the mean-collisional frequency of an electron with the species $\ell$ (i.e., the average electron velocity, divided by the mean-free path of an electron, assuming that only species $\ell$ is present), and $c$ is the speed of light. At atmospheric pressure in air, $\nu_{e,O_2} = 1/(1,75 \text{ ps})$, $\nu_{e,N_2} = 1/ (440 \text{ fs})$, and $\nu_{e, \text{Air}} = 1/(350 \text{ fs})$. The multiphoton and tunnel ionization rates are given by the multispecies generalized Keldysh-Perelomov, Popov, Terent’ev formulation [3,16],

$$W_{\ell}(|\varepsilon|^2, \omega) = \frac{4 \sqrt{\gamma}}{\pi} \left| C_{\nu_{\ell}1}^2 \right|^2 \left[ \frac{4 \sqrt{2 \gamma} \nu_{\ell}^2}{E_p \sqrt{1 + \gamma_{\ell}^2}} \right]$$

$$\times \left[ \frac{f(\ell, m_c)}{|m_c|} \right] e^{-2\nu} \left( \sinh^{-1}(\gamma_{\ell}) - \frac{\gamma_{\ell}}{\gamma_{\ell}^2 + 1} \right)$$

$$\times U_{\ell} \frac{\gamma_{\ell}}{1 + \gamma_{\ell}} \sum_{\kappa_{\ell} \geq \gamma_{\ell}} e^{-(\kappa_{\ell} - \gamma_{\ell})} \Phi_m(\sqrt{\gamma_{\ell}^2 - \gamma_{\ell}^2}),$$

(10)

where, expressed in atomic units, $E_p = |\varepsilon| \sqrt{2/\epsilon_0 \mu}$, $\gamma_{\ell} = \omega \sqrt{2U_{\ell}/E_p}$, $\nu_{\ell} = U_{\ell}/[1 + (2\gamma_{\ell}^2)/(\beta_{\ell} \gamma_{\ell})]$ with $\beta_{\ell} = 2\gamma_{\ell}/\sqrt{1 + \gamma_{\ell}^2}$, $\alpha_{\ell} = 2 [\sinh^{-1}(\gamma_{\ell}) - \gamma_{\ell} / \sqrt{1 + \gamma_{\ell}^2} + 1]$, and $\Phi_m(x) = e^{-x^2} \int_0^\infty (x^2 - y^2)^m e^{-y^2} dy$. $n_{\ell}^2 = N_{\ell}/\sqrt{2U_{\ell}}$ is the effective quantum number, $l_{\ell}^2 = n_{\ell}^2 - 1$, $l_{\ell}$ and $m_c$ are the orbital momentum and the magnetic quantum number, respectively. In air, $l_{\ell} = m_c = 0$ [26]. $Z_{\ell}$ is the residual ion charge accounting for the difference between the $O_2$ and $N_2$ molecules and their atomic counterparts. These empirical coefficients $Z_{O_2} = 0.53$ and $Z_{N_2} = 0.9$ have been measured at 800 nm [27] and are expected to be independent from the wavelength. Since argon
is an atomic gas, $Z_{A_2} = 1$. The factors $|C_{n_2', l_2'}|$ and $f(l_c, m_\ell)$ are

$$|C_{n_2', l_2'}| = \frac{2^{n_2'} \Gamma(n_2' + l_2' + 1) \Gamma(n_2' - l_2')}{n_2'!}, \quad (11)$$

$$f(l_c, m_\ell) = \frac{(2l_c + 1)(l_c + |m_\ell|)!}{2^{m_\ell !}|m_\ell|!(l_c - |m_\ell|)!}. \quad (12)$$

To quantify the relative contributions of the higher-order Kerr terms ($n_4 = n_{10}$) and of the ionization to the defocusing, which balances the self-focusing, we define the instantaneous ratio $\xi$ between the refractive index changes induced by both of these contributions at any location $\vec{r}$:

$$\xi(\vec{r}, t) = \sum_{j \geq 2} n_{2j} I(\vec{r}, t)^j / \rho^{(2)}(\vec{r}, t). \quad (13)$$

This expression is, in fact, the ratio of the magnitude of the two defocusing terms in the propagation equation (3), namely, those accounting for higher-order Kerr terms and plasma defocusing, respectively. When considering the overall action of both effects on the whole pulse duration, we define a pulse-integrated value of $\xi$:

$$\overline{\xi}(\vec{r}) = \int \left| \sum_{j \geq 2} n_{2j} I(\vec{r}, t)^j \right|^2 \rho^{(2)}(\vec{r}, t) \xi(\vec{r}, t) \, dt.$$  

(14)

We numerically integrated the propagation equation (3) for an ultrashort pulse typical of laboratory-scale filamentation experiments: 30-fs Fourier-limited full width at half-maximum pulse duration, a peak power of 6.5 critical powers $P_{cr} = \lambda^2 / 4\pi n_2$, a beam diameter of $\sigma_r = 4$ mm, a focal length $f = 1$ m, and a pressure of 1 bar of either air or argon. The main results are displayed in Fig. 1.

Our simulations yield filamentation over the whole investigated spectral range (300–1 600 nm), reproducing experimental observations from the UV [28,29] to the mid IR [30]. As visible in Figs. 1(a) and 1(b), the clamping intensity, filament onset, and filament length are very similar in air and argon over the whole considered spectral length for a given incident reduced power $P / P_{cr}$. Moreover, longer wavelengths yield longer filaments with an earlier onset. Furthermore, the output spectrum after 1.5-m propagation [panels (e) and (f)] is broader for longer wavelengths. As a result, the relative broadening, defined as the ratio of the output spectral width to the initial frequency $\Delta \nu / \nu_0$ is almost constant across the spectrum. Spectral properties appear very similar in air and argon.

In contrast, the electron density is approximately ten times higher in the former than in the latter. The spectral dependence of the electron density is very nonmonotonic [panels (c) and (d)]. On one hand, due to steps in the number of photons required for ionization, the electron density is not a monotonic function of the wavelength. For instance, ionization in air is almost two times more efficient at 793 nm than at 815 nm (see Fig. 2). On the other hand, contrary to expectations that shorter wavelengths should result in stronger ionization, a maximum in the peak electron density is observed in the 610-nm range in the case of air, and around 470 nm in argon [Figs. 1(c), 1(d), and 4(a)]. Away from this maximum, the peak electron density decreases within a dynamics of typically 1 order of magnitude. This unexpected behavior stems from the convolution of the respective spectral dependences of (i) the ionization rate $W$, which increases at shorter wavelengths and (ii) the peak intensity, which decreases in the UV. This decrease is due to the fact that, according to Eq. (6) and considering the typical dispersion curves in gases, the higher-order indices increase faster, in absolute values, when the frequency increases. As a consequence, the clamping intensity canceling the Kerr effect $I(\Delta \nu = 0)$ is lower, as shown in Fig. 3.

The spectral dependence of the peak electron density by more than 1 order of magnitude, also evidenced in Fig. 4(a), appears in contradiction with numerical results obtained without considering the higher-order Kerr terms [31], which predict almost similar electron densities, close to $10^{17} \text{cm}^{-3}$, at the three investigated wavelengths (248, 800, and 1550 nm). Since the latter results were obtained with longer pulses (127 fs) of slightly lower power than in our paper, a direct quantitative comparison cannot be performed. However, we expect that the qualitative difference between our results and those of Ref. [31] are due to the inclusion of the higher-order

FIG. 1. (Color) Maximum on-axis intensity (a), (b), electron density (c), (d), spectral broadening (e), (f), and pulse-averaged ratio $\overline{\xi}$ of the on-axis pulse-averaged contributions of the higher-order Kerr and plasma contributions to the nonlinear refractive index $[\gamma]$, (h), see text for details, as a function of the wavelength and propagation distance in air (a), (c), (e), (g) and argon (b), (d), (f), (h).
Kerr terms in our model, and thus illustrate the influence of the latter.

The very similar behavior, except for the plasma density, of two gases with comparable values of the nonlinear refractive indices but significantly different ionization potentials, suggests that filamentation is driven by the higher-order Kerr terms rather than by plasma, not only at 800 nm as evidenced recently [12], but also on the whole investigated spectral range in both air and argon. Indeed, the on-axis $\xi$ ratio [Figs. 1(g), and 1(h)] exceeds 1 in all considered conditions. Furthermore, the higher-order Kerr terms strongly dominate the filamentation dynamics ($\xi > 10$) at all wavelengths above $\lambda \sim 400$ nm in argon and above $\lambda \sim 600$ nm in air, although, due to the thresholds induced by the steps in photon numbers required to ionize oxygen [see Eq. (10)], the evolution of this behavior is not strictly monotonic. Due to the domination of the higher-order Kerr terms, the latter will govern the intensity within the filaments so that the ionization is mostly decoupled from the filamentation dynamics.

It should be noted that Miller formulas are sometimes considered to underestimate dispersion [32]. However, such correction to the dispersion curve of higher-order Kerr indices in the UV. In this case, $I/Delta_1n_{Kerr} = 0$ will be even lower in the UV. In other words, the curves of Fig. 3 will decrease faster on the left side of the graph. As a consequence, the higher-order Kerr indices will have an even more dominant contribution to the self-guiding, as compared to that of plasma. Such larger dispersion would therefore qualitatively reinforce our conclusion about the domination of defocusing higher-order Kerr terms over the plasma defocusing.

This new vision of filamentation provides straightforward interpretation for experimental observations that the spectral broadening mostly occurs at the beginning of the filaments, while the spectrum is little affected in the main region of self-guided propagation [33]. This is due to the fact that, in the self-guided propagation, the intensity is clamped close to $I/Delta_1n_{Kerr} = 0$ so that the spectral counterpart of this Kerr effect, self-phase modulation, is also waved out. The earlier onset of filamentation for longer wavelengths is compatible with the Marburger formula [34], which predicts that the nonlinear focal length describing self-focusing is inversely proportional to the wavelength. Furthermore, the longer filaments in the IR appear to stem from the lower peak electron density [Fig. 4(a)].

The very smooth dispersion curve of both air and argon above 500 nm [21] results in a very slow variation of this clamping intensity $I/Delta_1n_{Kerr} = 0$ (Fig. 3) and explains the quasiconstant clamping intensity observed over this spectral range.

The availability of simulations at constant reduced power $P/P_{ct}$ over a broad spectral range allows to discuss the choice of wavelength to optimize the filaments properties for specific purposes. As described earlier, the spectral dependence of the electron generation contrasts strongly with the common expectation that, due to a more efficient ionization, UV wavelengths should ionize the propagation medium more efficiently.
However, the peak electron density is not directly relevant for typical atmospheric applications. For example, laser-assisted water condensation [35], can be expected to require the largest possible value of the total generated charge. This total charge is obtained by integrating the plasma density over the filament length and cross section [Fig. 4(b)]. Here, the longer filaments in the IR as well as their larger diameters result in an unanticipated larger total charge at longer wavelengths.

Applications such as lightning control [36] require the longest possible filaments with the higher conductivity [i.e., a high longitudinal (transversely integrated) electron density]. Long wavelengths simultaneously optimize both of these properties [Figs. 4(c) and 4(d)]. In that regard, UV lasers providing short filaments with a small diameter and decreasing transverse-integrated electron densities would expectedly be less efficient than the commonly used titanium:sapphire lasers around 800 nm, while wavelengths further in the IR should even be more efficient. IR is also very attractive because it provides short filaments with a small diameter and decreasing indices (up to $10^{-16}$). In that regard, UV lasers are optimized for a specific application. In particular, we have shown that, contrary to previous expectations, the IR is more favorable than the commonly used 800-nm wavelength if long ionized filaments or high total amounts of charges are required. This raises the hope to further improve the spectacular results [35,36] recently obtained with titanium:sapphire lasers. Moreover, the higher eye-safety threshold in the telecommunication window at 1.55 µm is favorable for the practical development of the envisioned applications in free space.
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We demonstrate a simple scheme to generate 0.4 mJ 11.5 fs laser pulses at 1.8 μm. Optical parametrically amplified pulses are spectrally broadened by nonlinear propagation in an argon-filled hollow-core fiber and subsequently compressed to 1.9 optical cycles by linear propagation through bulk material in the anomalous dispersion regime. This pulse compression scheme is confirmed through numerical simulations. © 2010 American Institute of Physics. [doi:10.1063/1.3359458]

In the past decade, attosecond technology based on high harmonic generation has been developed permitting ultrafast measurements with ~100 as temporal resolution.1–3 Further reduction in the duration of isolated attosecond pulses and higher photon energies requires intense longer-wavelength carrier envelope phase (CEP) stable few-cycle pulses. Those requirements can be fulfilled using the Idler of a white light amplified pulse (OPA) with an appropriate pulse compression scheme. In this letter, we demonstrate a robust approach for pulse compression at 1.8 μm to below two optical cycle duration.

Different approaches to generate intense IR few-cycle laser pulses have been demonstrated as follows: (1) 0.74 mJ 15.6 fs at 2.1 μm using an optical parametric amplification (OPCA)5 (2) pulse self-compression by filamentation; 0.27 mJ 17.9 fs at 2.1 μm6 and 1.5 mJ 19.8 fs at 1.5 μm,7 (3) 1.2 mJ 17 fs at 1.5 μm utilizing difference frequency generation of few-optical-cycle 800 nm laser pulses followed by type II parametric amplification,8 and (4) 0.4 mJ 13.1 fs at 1.4 μm using spectral broadening in a hollow-core fiber (HCF) and dispersion compensation with chirped mirrors.9

In this letter, we demonstrate the generation of 0.4 mJ 11.5 fs laser pulses at 1.8 μm. Similar to our recent work using the OPA Signal wavelength,9 we spectrally broaden the Idler via nonlinear propagation in a HCF. Instead of chirped mirrors or adaptive devices for dispersion compensation, we show that laser pulses can be efficiently compressed utilizing solely the properties of fused silica (FS) in the anomalous dispersion regime below the third order dispersion (TOD) limit of bulk material. Although compression with glass in the anomalous dispersion regime was applied to mid-IR wavelengths (~6 μm),10 the authors discussed the limitation of bulk material compression to be applicable to multicore pulses only.

The present approach distinguishes itself from previous setups in the reduced complexity, as shown in the sketch of the experimental layout in Fig. 1(a). The IR laser pulses are generated with a superfluorescence-seeded three stage OPA (HE-TOPAS, Light conversion GmbH) pumped by 7 mJ, 45 fs Ti:Sa pulses. A conversion efficiency of 35% (Signal+Idler) with 3% intensity fluctuation is typically achieved at the OPA output. At 1.83 μm, the spectral full width at half maximum (FWHM) is 67 nm corresponding to a TL of 73 fs. This OPA spectrum, shown as shaded gray in Fig. 1(b), is measured with an Ocean Optics NIR 256 spectrometer corrected for spectral sensitivity. The IR laser beam is coupled into a 1 m long HCF (400 μm in diameter, argon pressure of 140±10 kPa, 1 mm CaF2 windows) using a f=1 m plano-convex CaF2 lens. At the output, the laser beam is collimated

![FIG. 1. (a) Experimental layout comprising a CPA pumped high energy OPA whose spectrum is broadened via propagation in a HCF. (b) Experimental spectra of the OPA Idler before (shaded gray) and after broadening (solid black). An asymmetric broadening towards the blue spectral side is visible.](image-url)
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with an R = 2 m concave silver mirror. As shown by the solid line of Fig. 1(b), with 0.89 mJ at the input of the HCF, significant spectral broadening is observed corresponding to a TL of 10.1 fs. This spectrum clearly shows an asymmetry with wider extension towards shorter wavelengths.

Complete pulse characterization is carried out with a home built SHG-FROG (second harmonic generation frequency resolved optical grating). Beam splitting is attained by geometrical beam separation to achieve ultrabroadband and dispersion free operation. A high degree of phase matching and negligible geometrical temporal smear is obtained by achronomatically focusing both optical arms with a 500 mm focal length convex silver mirror into a Type I BBO crystal (θ = 21°) of 10 μm thickness. The SHG-FROG spectrograms are measured with a USB2000 spectrometer from Ocean Optics and corrected for spectral sensitivity. In addition, spectral distortion of the ultrabroadband SHG is accounted for by applying a cubic correction function to the measured SHG-FROG spectrogram.

After spectral broadening in the HCF, the pulse must be temporally compressed. At 800 nm, this is commonly carried out with chirped mirrors which are not available at 1.8 μm. Fortunately, the unique characteristics of the 1.8 μm source mean that the negative group delay dispersion (GDD) of FS is able to compensate for the spectral phase introduced by self-phase modulation (SPM) in argon. Because the zero dispersion of FS lies at ~1.3 μm, it exhibits negative GDD throughout the entire spectral range of interest. Once the appropriate FS thickness is found, a small angular tilt of the glass is sufficient to obtain the shortest pulse duration. In this manner a compression factor of 6.5 is achieved compared to the OPA output pulses.

The pulse duration immediately after the evacuated fiber was measured to be 75 fs [Fig. 3(c), gray line] in agreement with the TL (73 fs) of the OPA spectra presented in Fig. 1(b) as shaded gray. Inserting argon leads to significant broadening and the corresponding SHG-FROG traces of the uncompressed and fully compressed pulses are shown in Fig. 2. Surprisingly, linear propagation through a simple piece of FS is sufficient to achieve excellent compression. Figure 3 presents the reconstructed electric field in the spectral (a, b) and the temporal domains (c). The direction of the time axis was determined by comparing the spectral phase with and without the 3 mm FS. The asymmetric shape of the reconstructed power spectrum [solid black line in Fig. 3(a)] is in reasonable agreement with the measured one given by the black squares. The spectral phase for the compressed pulse [black solid line in Fig. 3(b)] is significantly flattened with respect to the uncompressed phase (black dashed line). In the case of pure SPM, one would expect symmetric broadening of the power spectrum around the fundamental accompanied by a symmetric phase function. However, the uncompensated phase [black dotted line] is slightly steeper on the red side compared with the blue side. This spectral asymmetry of the uncompensated pulse corresponds to a temporal asymmetry whereby the pulse exhibits a much steeper trailing edge than the leading one. Linear propagating this pulse through 3 mm of FS generates a very short 11.5 fs pulse [solid black line in Fig. 3(c)]. The fairly clean compressed pulse contains 78% of the total energy in the main part and the FWHM duration is only 1.14 times the TL duration of 10.1 fs. Residual higher order phases which are not compensated by the bulk compressor are likely to cause the small pedestals on both sides of the main pulse. We mention that in addition to the rather clean temporal shape on the femtosecond time scale, the present approach is free of superflorescence background as was reported in case of OPCPA. When the seed is blocked in the OPA, no light is observed at the output of the fiber.
It is pointed out that this almost TL and relatively clean temporal shape is remarkable because it denotes dispersion compensation not only of the TOD but also of the GDD to a large extent. Most of the commonly used glasses, like FS, exhibit normal dispersion (GDD > 0) below 1 μm and anomalous dispersion (GDD < 0) beyond the zero dispersion wavelength centered between 1.2–2 μm. Thus bulk material is potentially suitable for pulse compression of IR laser pulses. However, all glasses exhibit positive TOD throughout their entire transmission range. Uncompensated TOD causes any femtosecond pulse to deviate from the TL shape even if the GDD is zero. For instance, assuming a Gaussian shape at center wavelength of 1.83 μm, a TOD of only 1000 fs3 causes a TL pulse to broaden from 10.1 to 14.7 fs. To confirm that linear propagation through bulk material (intensity ≈ 5 × 1010 W/cm2) compresses the pulse after the HCF, we calculated the spectral phase introduced by 3 mm of FS according to the Sellmeier equation. This phase was then added to the retrieved phase of the uncompressed pulse [black dashed curve in Fig. 3(b)]. The result [black dotted line in Fig. 3(b)] matches the retrieved phase of the compressed pulse. On the one hand, this numerical cross check proves the compression mechanism due to linear propagation in FS. On the other hand, it also demonstrates the reliability of the SHG-FROG retrieval though the retrieved power spectrum shows a lower peak on the blue side when compared to the directly measured spectrum. However, by comparing the retrieved spectral phase of compressed and uncompressed pulse we obtain the exact refractive index of FS in the range from 1.4 to 2.2 μm. Now the question about the origin of the negative TOD component arises. To address this question, two possible explanations are discussed.

On the one hand, our experimental results might be viewed in the context of pulse self-compression. This explanation can be ruled out since we have to add 3 mm of FS subsequent to the HCF setup to obtain the shortest pulse. At 1.8 μm, FS provides significant negative GDD (−68 fs2/mm). Furthermore, in contrast to experimentally observed self-compression,4,7,14,15 the laser power of 10 GW in our experiment is roughly two times below the estimated critical power for self-focusing.

On the other hand, the pronounced spectral asymmetry suggests that self-steepening15–17 of the pulse takes place in addition to SPM. This temporal reshaping of the trailing edge then leads to an asymmetric spectral phase opposed to the positive TOD of bulk material. To prove this qualitative explanation, we performed numerical simulations. The nonlinear Schrödinger equation18 was solved in one dimension where the action of self-steepening could be turned on and off numerically. Numerical results based on exact experimental conditions like input pulse duration, pulse energy, and pressure are given by the circles in Fig. 3 and a detailed description is in preparation for a longer article.19 Briefly, if self-steepening is neglected, it was not possible to simulate an asymmetric power spectrum as shown in Fig. 3(a). Contrary, the symmetry of the spectrum is broken because of self-steepening which is known to promote the higher frequency region of the spectrum.15 It furthermore enables calculating an asymmetric phase like the dashed curve of Fig. 3(b). Its linear propagation through 3 mm of FS leads to the plot shown by the circles in Fig. 3(b) which is in excellent agreement with the experimentally retrieved phase [solid black line]. The corresponding temporal intensity [circles in Fig. 3(c)] closely resembles the experimentally retrieved pulse. Neglecting self-steepening leads to a pulse duration of 14.4 fs with an increased pedestal.

In conclusion, we have demonstrated a very simple and robust approach for the generation of submillijoule two-cycle 1.8 μm laser pulses via nonlinear propagation in a HCF followed by dispersion compensation utilizing the anomalous dispersion of bulk material. This straightforward approach was confirmed by numerical simulations that demonstrate the action of self-steepening is to generate a spectral phase opposite to that of FS. At the moment, our sub two-cycle laser pulses are not CEP stabilized, but this is feasible using the idler of a white light seeded OPA.4
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The recent measurement of negative higher-order Kerr effect (HOKE) terms in gases has given rise to a controversial debate, fed by its impact on short laser pulse propagation. By comparing the experimentally measured yield of the third and fifth harmonics, with both an analytical and a full comprehensive numerical propagation model, we confirm the absolute and relative values of the reported HOKE indices. © 2011 Optical Society of America
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In a recent experiment, we have shown that the electronic optical Kerr effect in Ar, N₂, O₂, and air exhibits a highly nonlinear behavior versus the applied intensity [1,2], resulting in a saturation of the nonlinear refractive index observed at moderate intensity, followed by a sign inversion at higher laser intensity. This observation has a substantial impact on the propagation of ultrashort and ultraintense laser pulses, especially in the context of laser filamentation [3-6], where the higher-order Kerr effect (HOKE), rather than the defocusing contribution of the free electrons, can play a key role in the self-guiding process [7], especially at long wavelengths [8] and for short pulses [9]. However, this issue is still controversial [10-12]. Therefore, an independent confirmation of our measurement of the HOKE is still needed. Recently, Kolesik et al. [10] have proposed such a test, based on the comparison of the yields of the third harmonic (TH) and the fifth harmonic (FH) radiations generated by the nonlinear frequency upconversion of a short and intense laser pulse in air. Based on numerical simulations, they suggested that, considering the HOKE indices, “the relative strength of the FH to the TH should reach values of the order of 10⁻¹° while, if omitting them, “this ratio should be about 4–5 orders smaller” [10].

So far, no measurement of the yield of the FH versus the TH have been achieved in air. However, Kosma et al. [13] measured the yields of TH and FH produced by a short and intense laser pulse in argon. The present Letter aims at confronting the results of this experiment with predictions based on the HOKE in argon [1,2].

In the first part, we confirm the ratio of the recently measured nonlinear indices [1,2] based on the analytical description of the harmonic generation. In the second part, a comprehensive model, including linear and nonlinear propagation effects such as dispersion, self-phase modulation, ionization, and Kerr effect, is presented.

For a focused laser beam propagating linearly, the harmonic power of the qth harmonic in the perturbative regime is given by

\[ P_q = A_q N^2 |J_q(b\Delta k)|^2, \]  \[ (1) \]

where \( N \) is the atomic density of the medium and

\[ A_q = \frac{q\omega_0^2}{4n_0^2(n_1^q)^2(e_0\pi)^{q-1}c^q w_0^{2q-2}} (\chi^{(q)})^2 P_1, \]  \[ (2) \]

with \( P_1, \omega_1, \) and \( w_0 \) the power, the angular frequency, and the beam waist of the incident beam, respectively [14,15]. \( \chi^{(q)} \) is the qth-order microscopic nonlinear susceptibility (\( q = 3, 5 \)) given in SI units, \( n_1^q \) are the linear refractive indices at the fundamental (\( j = 1 \)) and harmonic frequencies (\( j = 3, 5 \)), \( e_0 \) is the permittivity of the vacuum, and \( c \) is the speed of light. \( J_q \) is a dimensionless function that accounts for the phase matching

\[ J_q = \int_{-\frac{2\pi f_0}{b}}^{\frac{2\pi f_0}{b}} \exp(-ib\Delta k z/2) \left( 1 + i\frac{\Delta k}{2} \right)^{q-1} dz, \]  \[ (3) \]

with \( \Delta k = k_q - qk_1 = \frac{2\pi j}{\lambda_1} (n_1^j - n_0) \) the phase mismatch (with \( n_1^j - n_0^j \) proportional to the pressure) and \( k_j (j = 1, q) \) the wave vectors, \( b \) the confocal parameter, \( L \) the length of the static cell, and \( f_0 \) the position of the focus with respect to the entrance of the static cell [16]. According to Eqs. (1) and (2), the ratio of the FH to the TH power is

\[ \frac{P_5}{P_3} = \frac{5}{3\varepsilon_0^2 c^2 w_0^2} \left( \chi^{(3)} \right)^2 \left( \frac{N_3 J_3}{N_3^5 J_5^5} \right)^2 \frac{P_1^2}{P_1}, \]  \[ (4) \]

where \( n_1^j \) have been approximated to unity in Eq. (2). \( N_3 \) and \( N_5 \) refer to the different atomic densities at the pressures maximizing the harmonic conversion for the third and fifth orders, respectively. This equation provides a direct relationship between the power ratio of the harmonics and the ratio of the corresponding nonlinear susceptibilities. The latter are related to the nonlinear refractive indices through the relation [8]

\[ n_{2j} = \frac{(2j + 1)!}{2^{j+1} j! (j + 1)!} \left( \frac{\omega_0}{c} \right)^{q} \chi^{(3j+1)}_{\text{Kerr}}, \]  \[ (5) \]
so that

\[
P_3 = \frac{3}{5\alpha^2 w_0^4} \left( \frac{n_4}{n_2} \right)^2 \left( \frac{N_5 J_5}{N_3 J_3} \right)^2 P_1^2.
\]  

(6)

In the experiment by Kosma et al., \( b = 7.8 \text{ cm}, w_0 = 100 \mu\text{m}, L = 1.8 \text{ cm}, f = L/2 \), and the wavelength \( \lambda_1 = 810 \text{ nm} \) [13]. The fundamental power, calculated from the input energy \( E_1 = 710 \mu\text{J} \) and the pulse duration \( \tau_1 = 12\text{ fs} \), is \( P_1 = 59 \text{ GW} \). They observed that the pressure maximizing the TH power ranged between 160 [13] and 250 mbar [17] for similar experimental conditions. One single maximum, around 50 mbar, is observed for the FH. The maximum energies of the TH and FH measured at the respective optimal pressures reported in [13] are 140 and 4 nJ, respectively, while the pulse duration was estimated to be 11 fs for both harmonics [13,17]. This leads to the power ratio \( P_3 / P_3 = 0.028 \). According to Eq. (6), where \( J_q \) of Eq. (3) has been calculated using \( n_i^4 = 1.00028, n_i^3 = 1.00030 \), and \( n_i^4 = 1.00035 \) for the values of the refractive index of argon at 1 bar at 810, 270, and 162 nm, respectively [18], the corresponding ratio of the HOKE indices is \( |n_q / n_d| = 6.8 \times 10^{-19} \text{ m}^3/\text{W} \). This value confirms, within a factor of 2 compatible with the experimental error, the ratio of the experimental HOKE indices \( n_b = 10^{-23} \text{ m}^2/\text{W} \) and \( n_i = 3.6 \times 10^{-24} \text{ m}^2/\text{W} \) [1,2], resulting in \( |n_q / n_b| = 3.6 \times 10^{-19} \text{ m}^3/\text{W} \). The agreement is remarkable, especially considering the simplicity of the analytical model used.

Further comparison with the experiment was performed by computing the value of \( N^2 J_q^{12} \) as a function of the argon pressure relying on Eq. (3) (Fig. 1). This function should reflect the pressure dependence of the harmonic powers. The analytical model predicts a maximum at about 300 mbar for the TH, in line with the experimental results. It yields three maxima between 0 and 400 mbar for the FH, the first of them close to the observed optimum pressure for the FH. This oscillatory structure, which is due to the periodic phase matching, was not observed in the experiments [19] probably due to nonlinear propagation effects, which are not considered in the analytical model.

To overcome these limitations and take into account the perturbations of the fundamental pulse during its propagation through the gas sample, as well as the effect of the HOKE indices on the phase matching, we have solved the unidirectional pulse propagation equation for the experimental conditions of Kosma et al. More precisely, assuming a cylindrical symmetry around the propagation axis \( z \), the angularly resolved spectrum \( \tilde{E}(k_\perp, \omega) \) of the real electric field \( \tilde{E}(r, t) \) follows the equation [20]

\[
\frac{\partial \tilde{E}}{\partial z} = i k_z \tilde{E} + \frac{1}{2 k_z} \left( i o \tilde{\rho}_{NL} - \omega \frac{\omega}{c^2} \tilde{J} \right),
\]

(7)

where \( k_z = \sqrt{k^2(\omega) - k_\perp^2}, \tilde{\rho}_{NL} \) and \( \tilde{J} \) are the angularly resolved nonlinear polarization and the free charge induced current spectrum, respectively, and \( k(\omega) = \frac{n(\omega)}{n_0} \). The nonlinear polarization \( \tilde{\rho}_{NL} \) is evaluated in the time domain as \( \tilde{\rho}_{NL} = \chi^{(3)} E^3 + \chi^{(5)} E^5 + \chi^{(7)} E^7 + \chi^{(9)} E^9 + \chi^{(11)} E^{11} \). Because the nonlinear polarization is defined from the real electric field, Eq. (7) captures without any modifications all frequency-mixing processes induced by the total field. For numerical stability concerns, we considered only the part responsible for the refractive index change around \( n_0 \), neglecting harmonics generation induced by the terms proportional to \( E^3, E^9, \) and \( E^{11} \). The current induced by the free charges is calculated in the frequency domain as \( \tilde{J} = \frac{e^2}{m_e} \frac{\nu e + \nu_e \tau}{c^2} \tilde{\rho} \), where \( e \) and \( m_e \) are the electron charge and the mass, respectively, \( \nu_e \) is the effective collisional frequency, and \( \rho \) is the electron density, which is evaluated as

\[
\frac{\partial \rho}{\partial t} = W(I)(\rho_{at} - \rho) + \frac{\sigma}{U_i} I - \beta \rho^2,
\]

(8)

where \( W(I) \) is the ionization probability evaluated with the Keldysh–PPT (Perelomov, Popov, Terent’ev) model [4], \( \rho_{at} \) is the atomic number density, \( \sigma \) is the inverse bremsstrahlung cross section, \( \beta \) is the recombination constant (negligible on the time scale investigated in the present work), and \( I \) is proportional to the time-averaged \( (E^2) \).

Figure 2 displays the harmonics intensity as a function of argon pressure for an input pulse and a detection geometry matching the experimental parameters: 12 fs pulse duration (FWHM), 700 \( \mu\text{J} \) input energy, and a beam radius of 4 mm before focusing. In order to mimic the experiment, the pulse first propagates in a vacuum up to the position of the cell (99.1 cm after the \( f = 1 \text{ m} \) lens). After

![Fig. 1. (Color online) Analytical calculation of the pressure dependence of the third (solid blue line) and fifth (dashed red line) harmonics in argon.](image1)

![Fig. 2. (Color online) Numerical calculation of the pressure dependence of the third (dotted blue line) and fifth (open red circles) harmonics in argon integrated over the full radial distribution. To be compared with Fig. 3 of [13]. The spectrum calculated at 50 mbar is shown in the inset.](image2)
this focusing step, the pulse propagates over 1.8 cm in the argon cell. The optimal pressure for the FH is 50 mbar, in full agreement with the experiment [13]. The reduction of the second and third maxima of the FH, as compared to Fig. 1, results from the phase mismatch introduced by the HOKE at high pressure. The TH yield is maximal at 260 mbar, similar to the value reported in [17]. In full agreement with the experiment by Kosma et al. [13], the ratio at 50 mbar is about 0.1 and becomes even larger at reduced pressures. Furthermore, the total FH and TH energies at their respective optimum pressures are 6 and 218 nJ, in good agreement with the experimental values of 4 and 140 nJ, where losses due to the setup lead to a slight underestimation of the output energies [13].

If the HOKE is not considered in the model, the ratio of the FH to the TH at a pressure of 50 mbar drops to 0.017, and the FH and TH energies are respectively 1.7 and 584 nJ. These values are inconsistent with the experimental results of Kosma et al. Furthermore, contrary to the experimental observations [19], the FH would exhibit strong maxima at 160 and 250 mbar. These discrepancies show that the HOKE is necessary to reproduce the experimental results [13,17], further validating their measured values [1,2]. Note that the ratio of 0.017 strongly depends on the propagation distance, so that it cannot be directly compared to that of 10,000 predicted by Kolesik et al. for the “classical” model over an unspecified propagation distance. For a propagation length of 220 µm, 80 times shorter than in our work but consistent with neglecting the phase matching, our calculation indeed predicts a ratio of 10,000.

In conclusion, as recently suggested in [10], we have compared the recent experimental measurements of the TH and FH yields in argon [13] with both analytical and numerical simulations. These results agree quantitatively with the measured high-order Kerr indices [1,2]. This conclusion is supported by the following findings. First, the harmonic yield reported in argon by Kosma et al. at the pressure that optimized the fifth harmonic leads to a ratio of about 0.1 between the fifth and the third harmonics. This ratio implies a ratio of the Kerr indices consistent with our measurement of the HOKE indices within their uncertainty range [1,2]. Second, the analytical model based on our HOKE indices reproduces the pressure maximizing the TH, as well as the first pressure maximum of the fifth harmonic yield. Third, a full numerical propagation model accounting for the dispersion and nonlinear effects such as ionization and higher-order Kerr effects quantitatively reproduces the ratio of the harmonic yields observed in the experiment, as well as the pressure dependence of both the third and fifth harmonics. It even reproduces the absolute harmonics intensity within a fairly good accuracy.
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While filaments are generally interpreted as a dynamic balance between Kerr focusing and plasma defocusing, the role of the higher-order Kerr effect (HOKE) is actively debated as a potentially dominant defocusing contribution to filament stabilization. In a pump-probe experiment supported by numerical simulations, we demonstrate the transition between two distinct filamentation regimes at 800 nm. For long pulses (1.2 ps), the plasma substantially contributes to filamentation, while this contribution vanishes for short pulses (70 fs). These results confirm the occurrence, in adequate conditions, of filamentation driven by the HOKE rather than by plasma.
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Filamentation [1–4] is a self-guided propagation regime typical of high-power lasers, offering spectacular potential applications [5] like rainmaking [6] and lightning control [7]. We recently challenged its long-established mechanism by measuring the higher-order Kerr effect (HOKE) in gases, implying that the nonlinear refractive index must be written as \( \Delta n_{\text{Kerr}} = \sum n_{2j} I^j \), where the nonlinear indices \( n_{2j} \) are related to the \((2j + 1)\)th electric susceptibility \( \chi^{(2j+1)} \). The inversion of \( \Delta n_{\text{Kerr}} \), due to negative \( n_4 \) and \( n_8 \) terms in air and argon, leads to a defocusing Kerr effect at an intensity close to that present within filaments [8,9]. As a consequence, the HOKE can ensure self-defocusing in filaments and balance Kerr self-focusing [10], in place of the plasma, especially for short pulses [9]. This result raised an active controversy [11–16] in the lack of direct experimental confirmation.

Quantitative differences between the predictions of filamentation models including or disregarding the HOKE are not sufficient to distinguish between them. The intensity within filaments (~50 TW/cm\(^2\) [17]) is compatible with regularization by either the plasma [18] or the HOKE [10], which balance the Kerr self-focusing in the same intensity range. Furthermore the electron density is difficult to measure and highly dependent on initial conditions, resulting in a wide spread of the reported values from \( 10^{12} \) to \( 10^{17} \) cm\(^{-3}\) [18], although the latest measurements range from \(~10^{15} \) cm\(^{-3}\) [19] to a few \( 10^{16} \) cm\(^{-3}\) [13].

In the present Letter, we therefore focus on experimental conditions where qualitatively different behaviors of plasma- and HOKE-driven filamentation allows us to unambiguously distinguish between them. This discrimination proceeds from the intrinsically different temporal dynamics of these nonlinear defocusing contributions. While the Kerr effect is instantaneous at the time scale of the pulse envelope, the free electrons accumulated throughout the pulse duration survive for tens of picoseconds after the laser pulse has passed [20,21]. In an atomic gas like argon, where no spatiotemporal modification of the refractive index due to molecular alignment occurs, two pulses separated by a few picoseconds can therefore only be coupled if the free electron density left by the first one is sufficient to affect the second one. This allows us to distinguish between two scenarios. If the plasma is the dominant mechanism for the self-guiding of the pump pulse, then the electron density produced in its wake necessarily affects the probe filament. On the contrary, if the HOKE terms are predominant, then the probe filament is insensitive to the presence of the pump.

Based on these different temporal dynamics, we unambiguously observe experimentally the all-Kerr-driven filamentation of ultrashort laser pulses, as well as the transition to a plasma-driven filamentation regime in the case of long pulses. This new perspective on the filamentation physics critically revoices the discussion of the optimal laser parameters for applications ranging from laser-controlled atmospheric experiments to harmonics generation [22,23].

In our experimental setup (Fig. 1), two orthogonally polarized copropagating laser pulses centered at 800 nm...
are loosely focused by a $f = 3$ m lens in a 2 m-long gas cell filled with argon. We investigate both short pulses (70 fs, 600 $\mu$J, 3 bar) and long pulses (1.2 ps, 6 mJ, 5 bar), keeping the peak power of each pulse equal to 2.5 critical powers. At this power level, each pulse produces a single filament when propagating alone. The probe pulse is temporally delayed with regard to the pump by $\tau$ ($\tau = 1$ ps for short pulses and $\tau = 2$ ps for long pulses).

The influence of the plasma left by the pump on the probe filament is characterized by observing changes in its spectrum. The filament output spectrum is selected in the far-field ($z \sim 2$ m) by a pinhole excluding the conical emission and most of the photon bath, and analyzed with a spectrometer (Ocean Optics HR4000, providing 0.5 nm resolution and 14 bits of dynamic range) after separating the two pulses at the cell exit using a Glan-Thomson polarizer. To improve the signal-to-noise over the whole considered spectral range, each spectrum is reconstructed by assembling data from 3 spectral ranges. For each range, the integration time was adjusted between 2 and 2000 pulses to ensure the use of the full dynamics of the spectrometer in every spectral region. The resulting spectra were then averaged over 20 realizations. The change in the probe spectra induced by the pump pulse is characterized by calculating the contrast $C(\lambda) = [S_1(\lambda) - S_0(\lambda)]/[S_1(\lambda) + S_0(\lambda)]$ between the spectral densities with ($S_1$) and without ($S_0$) the pump pulse at each wavelength $\lambda$.

Since the spatial overlap all along the propagation is crucial for the relevance of the measurements, it is optimized by maximizing the interference pattern produced by the unfocused pulses both before and after the cell. It is also confirmed by the occurrence of multiple filamentation at zero delay, which is set by optimizing frequency doubling in a BBO crystal placed before the cell. Moreover, we checked that the alignment is conserved when translating the probe pulse from $\tau = 0$ ps to $\tau = 1$ ps ($\tau = 2$ ps) by inserting a 200 $\mu$m (400 $\mu$m) thick glass window in the path of the short (long) pump pulse, delaying it by 1 ps (2 ps) and checking that the multifilamentation is restored. Let us note that the action of the pump pulse on the probe filaments may induce a longitudinal or transverse displacement. Such coupling, however, would mean that the plasma strongly affect the filamentation dynamics close to the nonlinear focus, where a substantial part of the white-light continuum is generated. It would therefore result in significant changes in the output spectra. Finally, no broadening is recorded in vacuum, confirming that neither input nor output windows of the cell have significant contributions on the spectral broadening.

As shown in Fig. 2(a), the spectrum of the filament generated by a 1.2 ps long-pulse narrows when it is preceded by a pump filament $\tau = 2$ ps ahead of it. This coupling demonstrates that the probe pulse propagates through a preionized medium with a free electron density providing a significant negative contribution to the refractive index, i.e., a non-negligible defocusing term: As expected from the Kerr-plasma balance model, the plasma density generated in the filament substantially contributes to the self-guiding. In this framework, the narrower spectrum of the probe filament is easily explained by the supplementary plasma density left by the pump pulse, which decreases the clamping intensity ensuring the balance in the probe pulse between Kerr self-focusing and defocusing by the plasma, and consequently reduces the efficiency of its spectral broadening.

Conversely, in the case of short pulses [70 fs, Fig. 2(b)], the spectrum of the probe is nearly insensitive to the plasma left by the pump. The decoupling between the two pulses separated by a delay ($\tau = 1$ ps) too short to allow electron recombination unambiguously shows that the plasma density left in the wake of the pump pulse is too weak to significantly affect the filamentation process in the considered conditions. Plasma therefore plays no role in filamentation of 70 fs pulses, which is instead driven by the HOKE as predicted numerically [10]. Note that, if the two pulses overlap temporally ($\tau = 0$), their coupling is restored due to cross-phase modulation, confirming that the two pulses indeed overlap both longitudinally and transversely. These results therefore provide the experimental demonstration of the transition from plasma-driven filamentation in the case of long pulses to HOKE-driven filamentation for shorter pulses, as expected from theoretical considerations [9].

In order to support this qualitative discussion and provide a closer look on the physical process at play, we numerically investigate the propagation of the pulses in...
the present experimental conditions. In a first step, we simulate the propagation of the pump pulse. The plasma density left behind this pulse is then used as an initial condition for calculating the probe pulse propagation.

The numerical model considers linearly polarized incident electric fields at a wavelength λ₀ = 800 nm with cylindrical symmetry around the propagation axis z. According to the unidirectional pulse propagation equation [24], the scalar envelope \( v(r, t, z) \) [defined such that \( |v(r, z, t)|^2 = I(r, z, t) \)] is the intensity in the frame traveling at the pulse velocity according to

\[
\frac{\partial v}{\partial z} = i \left[ k^2(\omega) - k_\perp^2 \right] v + \frac{1}{\sqrt{k^2(\omega) - k_\perp^2}} \left( \frac{i\omega^2}{c^2} P_{\text{NL}} - \frac{\omega}{2\epsilon_0 c^2} j \right) - \alpha v ,
\]

where \( c \) is the velocity of light in vacuum, \( \omega \) is the angular frequency, \( k(\omega) = n(\omega) \omega/c \), \( k_\perp \) its derivative at \( \omega_0 = 2\pi c/\lambda_0 \), \( n(\omega) \) is the linear refractive index at the frequency \( \omega_0 \), \( k_\perp \) is the spatial frequency, \( P_{\text{NL}} \) is the nonlinear polarization, \( j \) is the free-charge induced current and \( \alpha \) is the nonlinear losses induced by photoionization. \( \tilde{f} \) denotes simultaneous temporal Fourier and spatial Hankel transformed functions of function \( f \): \( \tilde{f} = \int_0^\infty \int_{-\infty}^\infty r_j(k_\perp) f(r, t) e^{-i\omega t} dr dt \), where \( r_j \) is the zeroth order Bessel function and \( f \equiv v, P_{\text{NL}}, j, \alpha \). \( P_{\text{NL}} \) is evaluated as \( P_{\text{NL}} = \sum n_j |e|^2/n_j \), where \( n_j \) are the \( j \)th-order nonlinear refractive indices as measured in [8]. The current is evaluated as \( j = \frac{e^2}{m_e} (\nu_e + i\omega) \beta e / (\nu_e^2 + \omega^2) \), where \( e \) and \( m_e \) are the electron charge and mass, respectively, \( \nu_e \) is the vacuum permittivity, \( \nu_e \) is the effective electronic collisional frequency, and \( \rho \) is the electron density. Finally, \( \alpha = \frac{W(|e|^2) U_j (\rho_{\text{at}} - \rho)/(2|e|^2) \nu_e \rho_{\text{at}} \rho} \). \( W(|e|^2) \) is the photo-ionization probability modeled by the PPT (Perelomov, Popov, Terent’ev) formulation, with ionization potential \( U_j \).

The propagation dynamics of the electric field is coupled with the electron density \( \rho \), calculated as [2]

\[
\partial_t \rho = W(|e|^2)(\rho_{\text{at}} - \rho) + \frac{\sigma}{U_j} |e|^2 - \beta \rho^2 ,
\]

where \( \beta \) is the electron recombination rate and \( \sigma \) is the inverse Bremsstrahlung cross-section of argon, also accounting for avalanche ionization. The output spectrum is integrated over 2 mrad around the beam center to match the experimental conditions.

The full model including the contribution of the HOKE together with the plasma response reproduces remarkably well the experimentally observed behavior. In particular, as displayed in Fig. 3, the spectral broadening of the long probe pulse is reduced when the pump pulse precedes it, in a ratio comparable with the experimental data, while the filament generated by the 70 fs probe pulse is unaffected by the pump pulse. In contrast, disregarding the HOKE (Fig. 4) would lead us to expect that the filament output spectrum generated by probe pulses of any duration should be affected by the presence of the pump pulse, in contradiction with the experimental results. Furthermore, this truncated model inadequately predicts the wings of the spectral broadening, even for a single pulse. Comparing both Figs. 3 and 4 with Fig. 2 clearly illustrates the need to consider the HOKE in numerical simulations of laser filamentation, even in the plasma-driven, long-pulse filamentation regime.

This need is illustrated by comparing the electron densities predicted by both models. While the truncated model yields \( 10^{17} \text{ cm}^{-3} \) for both 1.2 ps and 70 fs pulses, the full

---

**FIG. 3** (color online). (a),(b) Spectra of the filaments generated by the long (a) and short (b) pulse, simulated by the full numerical model considering the HOKE. (c–d) Contrast between the spectra with and without pump pulse. The probe pulse is affected by the plasma left by the pump pulse only in the long-pulse regime.

**FIG. 4** (color online). (a),(b) Spectra of the filaments generated by the long (a) and short (b) pulse, simulated by the truncated numerical model disregarding the HOKE. (c–d) Contrast between the spectra with and without pump pulse. The probe pulse is affected by the plasma left by the pump pulse whatever the pulse duration.
model yields $4 \times 10^{16} \text{cm}^{-3}$ and $10^{15} \text{cm}^{-3}$, respectively. This strong dependence of the plasma contribution on the pulse duration explains both the contrasted behaviors observed in our experiment between the plasma- and HOKE-driven filamentation regimes, but also the wide spread of the experimentally measured electron densities in filaments [13,18,19]. Furthermore, we can estimate the relative contributions of HOKE and plasma to defocusing by considering the ratio $\xi = \Delta n_{\text{HOKE}}/\Delta n_{\text{plasma}}$ of the HOKE- to plasma-induced refractive index change. For short pulses (70 fs), this ratio keeps well above 1 all along the filament length ($\xi \geq 39$), illustrating the negligible contribution of plasma to the filamentation process. In contrast, for 1.2 ps this ratio keeps close to 1 ($\xi \geq 0.72$, except for a spike with $\xi = 0.24$ at the very filament onset), confirming that, while plasma provides the major defocusing contribution, the HOKE are far from negligible even in these conditions.

As a conclusion, a pump-probe experiment allowed us to unambiguously observe experimentally the theoretically predicted HOKE-driven filamentation for ultrashort pulses [10], as well as the transition from this regime to the long-known plasma-driven filamentation regime for long pulses [9]. This transition is similar to that observed in the context of high-order harmonic generation (HHG), where the use of too long pulses results in gas ionization instead of HHG [23]. Furthermore, comparing our results with numerical simulations shows that, even in the plasma-driven filamentation regime of the present work, the contribution of the HOKE to the propagation dynamics cannot be neglected. This finding provides a better understanding of filamentation, and therefore allows us to improve its modeling. It further confirms the relevance of the measured HOKE [8,9], with implications ranging from spectral broadening in optical fibers [25] to the generation of few-cycle pulses [26], atmospheric applications [5–7], or fermionic light [27].
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Abstract — As a contribution to the ongoing controversy about the role of higher-order Kerr effect (HOKE) in laser filamentation, we first provide thorough details about the protocol that has been employed to infer the HOKE indices from the experiment. Next, we discuss potential sources of artifact in the experimental measurements of these terms and show that neither the value of the observed birefringence, nor its inversion, nor the intensity at which it is observed, appear to be flawed. Furthermore, we argue that, independently on our values, the principle of including HOKE is straightforward. Due to the different temporal and spectral dynamics, the respective efficiency of defocusing by the plasma and by the HOKE is expected to depend substantially on both incident wavelength and pulse duration. The discussion should therefore focus on defining the conditions where each filamentation regime dominates.
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1. INTRODUCTION

While potentially spectacular applications like rainmaking or the control of lightning [1–3] as well as the generation of THz radiation [4] attract much attention on the filamentation of ultrashort laser pulses, a controversy has recently been raised about the physical mechanism at the root of this phenomenon. Filaments are generally described as a dynamic balance between Kerr self-focusing and defocusing by the plasma generated at the non-linear focus [5–8]. The recent measurement of higher-order Kerr effect (HOKE) indices of alternate signs in air and argon [9] led us to propose that these terms provide the main physical mechanism at the root of this phenomenon. These terms have been obtained by a numerical work, and in the lack of knowledge of their values, these terms had already been assumed to contribute to defocusing, but only marginally [12–16]. Our unexpected prediction has therefore been actively challenged [17–19].

The controversy simultaneously focuses on two questions: the validity of the experimental measurement of the HOKE indices, and the validity of a filamentation model based on them. It is fed by the difficulty to perform quantitative measurements in filaments, due to the high intensity within them. This difficulty prevents one to directly test the contribution of the HOKE to filamentation. In this paper, we address these two aspects, with the aim of making the controversy as factual as possible by summarizing the facts and the open questions on this subject. In a first section, we establish the methodology used for extracting the HOKE terms from the experiment and discuss several potential artifacts in the experimental measurement of the HOKE terms, the values of which are critical to evaluate their contribution to filamentation. In a second section, we discuss the relevance and the physical consequences of the introduction of the HOKE in the description of filamentation. We suggest that the contribution of the HOKE on the filamentation process strongly depends on the incident wavelength and pulse duration. More specifically, longer wavelengths and shorter pulses are more sensitive to the HOKE, while defocusing by the plasma is favored in the case of shorter wavelengths and long pulses.

2. ON THE MEASUREMENT OF THE HOKE INDICES

The key result reported by Loriot et al. [9] is the saturation and inversion of the instantaneous (i.e., at least, much shorter than the experimental resolution of ~100 fs) non-linear refractive index at high intensities, which we phenomenologically described as HOKE terms from \( n_{10}F \) to \( n_{5}F \) in air (resp., to \( n_{10}F \) in argon). These terms have been obtained by a numerical fit on the experimental data. The implications to filamentation rely on two aspects of the measurement. On one hand, the fact that the Kerr effect can saturate and even become negative at high intensities enable all-Kerr driven self-guiding as described in [10]. On the other hand, this result can only have practical

¹ The article is published in the original.
implications on filamentation if this inversion occurs at an intensity $I_{\Delta n_{\text{Kerr}} = 0} < I_{\text{crit}}$ below or close to the clamping intensity predicted by the usual filamentation model relying on the balance between Kerr self-focusing and defocusing by the free electrons, i.e., $I_{\text{crit}} \approx 5 \times 10^{13} \text{ W/cm}^2$ in air [20, 21]. If $I_{\Delta n_{\text{Kerr}} = 0}$ is higher, the Kerr inversion will not occur in laser filaments, and will therefore play a negligible role in filamentation. We shall therefore describe in this section the experimental protocol that has been used in order to determine the intensity and extract the HOKE indices from the experimental sets of data, but also discuss potential sources of artifact affecting the measurement of these negative HOKE indices.

### 2.1. Measurement Protocol

In the experiment reported in [9], the transient birefringence of a molecular or atomic gas sample has been measured using a time-resolved polarization technique depicted in Fig. 1. The setup allows to carry out two types of detection: homodyne and heterodyne. In the former, the signal is related to the squared amplitude of the birefringence (amplitude-sensitive detection), whereas in the latter it is related to the birefringence itself (amplitude and phase sensitive detection). The heterodyne detection therefore provides the sign of the birefringence. In practice it is implemented by introducing between the cell and the analyzer a phase plate producing a static birefringence (see [9]).

The measurements are based on the comparison between two optical Kerr contributions induced by the field; the electronic Kerr contribution resulting from the deformation of the electronic cloud and the reorientation of the molecular dipole due to molecular alignment [22], respectively. This section provides details about the procedure that has been followed in order to extract the HOKE indices from this experiment.

#### 2.1.1. Intensity calibration

A special attention has been paid to the estimation of the laser intensity experienced by the molecules or atoms present within the interaction volume. This intensity was inferred from the measurement of the field-free alignment [23, 24]. The last, also named post-pulse alignment, is described by $\langle \cos^2 \theta \rangle(t) = 1/3$, with $\theta$ the angle between the molecule axis and the field direction and where $\langle \rangle$ denotes the expectation value averaged over the thermal distribution of molecules [25]. It is well established that both the structural shape of the alignment revivals and the permanent alignment are very sensitive to the initially applied laser intensity [26]. Below saturation of the alignment, the value of $\langle \cos^2 \theta \rangle$ at the revivals of alignment increases linearly with the applied intensity [25, 27], whereas between revivals (i.e., for permanent alignment) it grows first quadratically and then linearly with the intensity. Field-free alignment therefore provides an accurate and unambiguous estimation of the laser intensity in the gas.

Figure 2 shows the time-resolved birefringence signal of O$_2$ at different laser energies recorded with an heterodyne detection. Pure heterodyne detection pro-
vides a post-pulse signal \( S_{\text{hetero}} \) proportional to the convolution of the probe intensity \( I_p(t) \) with \((\cos^2 \theta)(t - 1/3)\) [9, 28]:

\[
S_{\text{hetero}}(t) \propto I_p(t) \otimes \frac{3 \rho \Delta \alpha}{4 n_0 \epsilon_0} (\cos^2 \theta)(t - 1/3),
\]

with \( \Delta \alpha \) the polarizability anisotropy, \( \rho \) the gas density, \( n_0 \) the linear refractive index, \( \epsilon_0 \) the dielectric constant of vacuum, and \( \otimes \) denotes the convolution. The permanent alignment offsets the baseline for positive delays. This offset increases with the intensity. Because of the intensity profile of the pump and probe beams, the signal measured in the experiment results from a spatial averaging. Using a space-averaged calculation (i.e., a 3D model) we have checked numerically that the volume effect can be adequately taken into account in a simpler 1D calculation just by using an effective intensity. In fact, considering a gaussian beam profile, a peak laser intensity \( I_{\text{peak}} \), and a crossing angle of about 4° between the pump and probe beams [9], the field-free alignment signal integrated over the volume can be approximated by the signal produced at the effective intensity \( T \) defined as

\[
T = I_{\text{peak}}/1.7.
\]

This approximation allows to save computer time when fitting the experimental data.

Figure 2 also shows the results of the simulations that have been used to fit the effective intensities. The temporal envelope \( I_p(t) \) of the probe beam has been described by a gaussian function of duration slightly above 100 fs (FWHM) in order to account for the crossing of the two beams. The fact that the simulations reproduce very well both the revivals and the permanent alignment supports the analysis based on the effective intensity.

The intensity determined as described above has been double-checked by comparing its value to the one estimated from the measurement of the beam waist, the incident energy, and the pulse duration. The estimation was supported by (i) the limited gas pressure in the static cell (0.1 bar, except for measurements at or below 1 TW/cm\(^2\)), (ii) the limited power of the incident beam \( P = 1.8 \text{ GW} \ll P_{\text{cr}} = 80 \text{ GW} \), where \( P_{\text{cr}} \) is the critical power for nitrogen, as well as the low value of the nonlinear phase accumulated during propagation (less than 0.10 and 0.14 rad for \( \text{N}_2 \) and \( \text{O}_2 \) respectively), and (iii) the focused geometry (\( f = 20 \text{ cm} \)), which limits self-channeling that would induce changes in the beam profile. This ensures that the propagation was mostly linear in the experiment, allowing to estimate the intensity therein from the measurement of the beam waist conducted at low energy. Figure 3 reports the effective intensities obtained by the two independent methods in the case of oxygen. The error bars on the measured intensity (solid circles) results from the uncertainties on the measured energy (±5%), pulse duration (±10%), and beam waist (±15%). The red solid line corresponds to a linear regression of the intensities fitted on the post-pulse alignment signal. It allows to estimate an uncertainty of ±10% (at 3 standard deviations) in the determination of the intensities. We can therefore exclude flaws in the intensity determination beyond this order of magnitude.

2.1.2. Determination of the lowest-order Kerr index \((n_2)\). The measurement of the lowest-order Kerr index has been conducted at low energy in order to avoid any influence from the HOKE terms. In order to ensure a good signal-to-noise ratio despite the weakness of the birefringence signal, an homodyne detection, that offers a better sensitivity than the heterodyne one, has been employed. In the case of a homodyne detection, the signal is given by [9]

\[
S_{\text{homo}}(t) \propto I_p(t) \otimes \frac{3 \rho \Delta \alpha}{4 n_0 \epsilon_0} (\cos^2 \theta)(t - 1/3) + \frac{2}{3} n_2^{\text{cross}} [I(t)]^2,
\]

where the lowest-order electronic Kerr response \( n_2^{\text{cross}} \) has been added to the retarded rotational response resulting from the alignment. Here, it is worth mentioning that the signal measured in our experiment results from the cross-coupling between two distinguishable laser beams, namely the pump and probe beams. The coefficients \( n_2^{\text{cross}} = 2 \times n_2 \), with \( n_2 \) the standard self-induced Kerr index, therefore describes the non-linear refractive index due to cross-Kerr effect. The correspondence between cross-Kerr and
Kerr indices is given in [9]. Finally, the factor 2/3 results from the different values of the Kerr index experienced by the probe field along directions parallel ($\parallel$) and perpendicular ($\perp$) to the pump field, respectively, with $n_{2,\parallel} = 3 \times n_{2,\perp}$. This relation is valid when the intrapulse alignment can be neglected so that the medium can be viewed as isotropic during the pump excitation [29]. The approximation is justified for the investigated molecules and the relatively short pulse duration used in the experiment compared to the rotational period. For instance, in N$_2$ or O$_2$, the orientational Kerr contribution to $n_2$ calculated from the elements of the hyper-polarizability tensor [30] is less than 5% at the maximum peak intensity investigated in the experiment.

Since the permanent alignment can be neglected in the low intensity regime, both rotational and electronic contributions exhibit a linear dependency on the applied pump intensity $I$, which therefore acts as an amplitude factor on the overall signal. $n_{2,\text{cross}}$ was hence determined independently from the knowledge of this intensity. Figure 4 shows the time-resolved birefringence signal recorded in O$_2$ at low intensity. For all recorded data, the value of $n_2$ has been evaluated through deconvolution of the rotational response from the signal. First, the postpulse signal was adjusted by Eq. (3) with $n_{2,\text{cross}} = 0$, using a low intensity value as a fixed parameter and an amplitude factor as a free parameter. This allows to evaluate the contribution of the rotational term close to the zero delay, and only relies on the knowledge of the molecular polarisability ($\Delta \alpha = 4.60$ and 7.25 au for N$_2$ and O$_2$, respectively).

Next, the signal was adjusted using $n_{2,\text{cross}}$ as a free parameter. As described in [9], measurements in argon have been calibrated with the postpulse signal recorded independently in N$_2$ in the same experimental conditions. The data presented in Table 1 of [9] result from statistics performed over 50, 30, and 8 data samples recorded at low intensity (i.e., $I < 1$ TW/cm$^2$) in N$_2$, O$_2$, and Ar, respectively.

### 2.1.3. Determination of the higher-order Kerr indices

All HOKE indices have been determined by the use of an heterodyne detection that is phase sensitive and therefore allows to recover the sign of each term. When considering HOKE terms up to the fifth power of the applied intensity $I$, the heterodyne birefringence signal is given by [9]

$$S_{\text{hete}}(t) \propto I_p(t) \otimes \left( \Delta n_{\text{rot}}(t) + \frac{2}{3} n_{2,\text{cross}} I(t) \right)$$

$$+ \frac{4}{5} n_{4,\text{cross}} I(t)^2 + \frac{6}{7} n_{6,\text{cross}} I(t)^3$$

$$+ \frac{8}{9} n_{8,\text{cross}} I(t)^4 + \frac{10}{11} n_{10,\text{cross}} I(t)^5,$$

with $\Delta n_{\text{rot}}(t) = 3 \rho \Delta \alpha / 4 n_{\parallel} \varepsilon_0 \left( \cos^2 \theta \right)(t) - 1$. We have generalized the relation $n_{2j,l} = (2j + 1) n_{2j,l}$, with $j \in \mathbb{N}$, verified for $n_2$ and $n_4$ [31], to higher orders. As mentioned in the previous section, this approximation results from neglecting the intrapulse alignment considering the medium as isotropic during the interaction with the pump.

Although the determination of $n_{2,\text{cross}}$ is straightforward, since it is independent from $I$, the evaluation of the HOKE indices is complicated by the fact that spatial averaging depends on the non-linearity order. As in Subsection 2.1.1, in order to avoid the prohibitively large use of computer time, the deconvolution of the HOKE from the signal has been achieved by fitting the experimental data with a 1D model. However, in order to evaluate the influence of the volume effect, different 3D simulations of Eq. (4) have been performed. First, Eq. (4) has been truncated to the second power of $I$ (i.e., $n_6, n_8, ..., n_{10} = 0$) and then spatially integrated. Second, the 1D model, in which $n_4, n_6$ was

---

**Table 1.** Correction factors for the volume effect defined as $c_{2j} = \tilde{n}_{2j} / n_{2j}$, with $n_{2j}$ and $\tilde{n}_{2j}$ the HOKE terms and its corresponding effective value, respectively

<table>
<thead>
<tr>
<th>$n_{2j}$</th>
<th>$n_4$</th>
<th>$n_6$</th>
<th>$n_8$</th>
<th>$n_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{2j}$</td>
<td>1.04</td>
<td>1.30</td>
<td>1.45</td>
<td>2.66</td>
</tr>
</tbody>
</table>
replaced beforehand by the effective index \( n_4^{\text{cross}} \), has been used to fit the previous numerical result using the effective intensity defined in Subsection 2.1.1 as a fixed parameter and \( n_4^{\text{cross}} \) as a free parameter. For the next HOKE index \( n_6^{\text{cross}} \), the same procedure has been applied. The result of the 3D calculation including \( n_4^{\text{cross}} \) and \( n_6^{\text{cross}} \) has been fitted with the 1D model with \( n_4^{\text{cross}} \) fixed, \( n_6^{\text{cross}} \) being the free parameter. This approach has been repeated successively for each HOKE index up to \( n_{i0}^{\text{cross}} \). In order to check that the ratios between the HOKE indices and their respective effective values were independent from the intensity, different numerical tests have been performed over the intensity range considered experimentally. The ratio between the HOKE indices and their respective effective index up to \( n_6^{\text{cross}} \) has been used to fit the previous numerical result using the cross section mentioned above have also been used in order to fit the

![Image](https://via.placeholder.com/150)

**Fig. 5.** Intensity dependence of the birefringence signals (black solid lines) recorded in static cell filled with 0.1 bar of \( N_2 \) at room temperature. Numerical simulations of Eq. (4) (red solid lines) where \( n_2^{\text{cross}} \) and \( I \) have been replaced by the effective values \( n_2^{\text{cross}} \) and \( T \), respectively (see text). \( T = 13 \) (a), 20 (b), 27 (c), 35 (d), 39 (e), 42 (f), 45 (g), and 49 TW/cm\(^2\) (h).

The volume effect are given in Table 1. Since both HOKE indices and the effective values that account for the volume effect are given in Table 1. Since both \( n_2 \) and the alignment depend linearly on the intensity, the correction factor for \( n_2 \) is \( c_2 = 1 \) (i.e., \( n_2^{\text{cross}} = n_2^{\text{cross}} \)).

Figure 5 displays the time-resolved birefringence signals recorded in \( N_2 \) from low to high intensity. The simulations have been performed using the \( n_{2j}^{\text{cross}} \) coefficients first reported in [9], determined as detailed above. Like in \( O_2 \) and \( Ar \), the electronic Kerr contribution to the birefringence signal (i) scales linearly with the intensity at low intensity where \( n_2^{\text{cross}} \) dominates, (ii) then saturates at moderate intensity, and finally (iii) reverses its sign and becomes highly non-linear at high intensity where the HOKE dominates. To avoid correlation between the \( n_{2j}^{\text{cross}} \) coefficients in the least square fitting procedure, the different orders were fitted successfully. \( n_4^{\text{cross}} \) was first adjusted with \( n_2^{\text{cross}} \) fixed and \( n_2^{\text{cross}} = 0 \), from a set of 14 (resp., 10 and 11) data recorded in \( N_2 \) (resp., \( O_2 \) and \( Ar \)) at an effective intensity \( T \leq 27 \) TW/cm\(^2\) (resp., 20 and 24 TW/cm\(^2\)).

Due to the predominant value of \( n_8^{\text{cross}} \) compared to \( n_6^{\text{cross}} \), it has not been possible to isolate an intensity window where these two indices could be fitted independently. They have therefore been determined simultaneously, with \( n_2^{\text{cross}} \) and \( n_4^{\text{cross}} \) fixed and \( n_{10}^{\text{cross}} = 0 \), from a set of 24 (resp., 10 and 26) data recorded in \( N_2 \) (resp., \( O_2 \) and \( Ar \)) at \( 27 < T < 50 \) TW/cm\(^2\) (resp., \( 20 < T < 35 \) TW/cm\(^2\) and \( 24 < T < 45 \) TW/cm\(^2\)). For the same reason, the last term \( n_{10}^{\text{cross}} \), necessary only in argon, has been fitted together with \( n_6^{\text{cross}} \) and \( n_8^{\text{cross}} \).

In order to reduce the errors bars, the records mentioned above have also been used in order to fit the HOKE indices on the two-dimensional data displaying birefringence signal as a function of intensity and time delay. Figure 6 displays a comparison between the experimental data set and the numerical simulations resulting from the fitting procedure. The good agreement between observations and calculations confirms the values of the HOKE indices retrieved as detailed above, as evidenced in particular by the fact that they overcome the rotational response (see positive signal at positive delays for \( N_2 \) and \( O_2 \)) at large intensity.

2.2. Is the Observed Inversion Due to Negative HOKE?

Negative non-linear indices generated by high-power laser pulses are generally attributed to a contribution of the free electrons, given by the Drude model [6]:

\[
\Delta n_{\text{plasma}} = -\frac{\rho}{2n_0\rho_{\text{crit}}},
\]

where \( \rho \) is the electronic density, \( n_0 \) is the linear refractive index, \( \rho_{\text{crit}} = \frac{e_0 m_e \omega_0^2}{e} \) is the critical plasma density (\( \rho_{\text{crit}} = 1.75 \times 10^{27} \) m\(^{-3}\) at 800 nm), \( e_0 \) is the permittivity of vacuum, \( m_e \) is the electron mass, \( \omega_0 \) is the laser angular frequency, and \( e \) the elementary charge.

As described in the previous section, our measurements were performed in a pump-probe configuration where the pump beam intensity is sufficient to partially ionize the gas, so that the free electrons contribute negatively to the refractive index. To cancel this free
electron contribution, we measured the transient variation of the birefringence rather than the variation of the refractive index itself. This approach is supported by the general belief that non relativistic plasmas are not birefringent, even at the time scale of the laser-medium interaction [29]. However, since this statement has never been proved rigorously to date, we discuss below the potential plasma contribution on each time scale.

2.2.1. Postpulse plasma contribution. The birefringence induced by a high-intensity ultrashort pulse in argon is not maintained after the pulse has passed [32–34]. A direct contribution of the plasma to the medium birefringence would have the same lifetime as the plasma, i.e., at least several picoseconds [35]. It can therefore be excluded.

This negligible birefringence of the plasma is further confirmed by the temporal dependence of the birefringence in our experiments. In the case of argon (see Fig. 7) the birefringence goes down to zero for time delays larger than ~200 fs, i.e., as soon as the two pulses do not overlap anymore. In the case of oxygen and nitrogen (see Figs. 2 and 5, respectively), the birefringence observed at positive delays between the revivals of alignment is perfectly reproduced by the molecular permanent alignment described in Subsection 2.1.1.

2.2.2. Intrapulse plasma contribution. Considering that the free electrons accumulate over the pulse duration, their potential contribution to the nonlinear birefringence should produce an asymmetric temporal profile, as depicted in Fig. 8. In contrast, for a symmetric pulse like we used in [9], the Kerr contribution to the refractive index is symmetrical in time. The relative contribution of the plasma to the birefringence would be therefore defined by the asymmetry of the birefringence profile around time $t = 0$. Such asymme-

Fig. 6. Time-resolved birefringence signals recorded for different effective intensities $I$ in $O_2$ (a), $N_2$ (c), and $Ar$ (e). Numerical fits of the $O_2$ (b), $N_2$ (d), and $Ar$ (f) data normalized for each intensity to the maximum amplitude of the postpulse signal (not shown), except for argon.

Fig. 7. Time-resolved birefringence signals (solid lines) recorded for different effective intensities $I = 10$ (a), 21 (b), 28 (c), and 43 TW/cm$^2$ (d) in argon. Numerical fits are displayed as red dotted lines.
try is not observed in our experiment, as evidenced for example by the data in argon displayed in Fig. 7.

Besides the free electrons, the plasma is made of ions. Their susceptibility can be estimated according to Sprangle et al. [36]:

\[ \chi^{(3)}_{\text{ion}} \approx \left( \frac{\text{IP}_{\text{neutral}}}{\text{IP}_{\text{ion}}} \right)^3, \]

(6)

where \( \text{IP}_x \) denotes the ionization potential of species \( x \), as detailed in Table 2. Assuming that the refractive index variation of the ions is three times larger along the laser polarization axis than perpendicular to it, as is the case for the neutrals, the contribution of the ions is about 10 to 20% lower than that of neutrals for the same partial pressure. At the maximum intensity used in our experiment, the ionization is restricted to 1% at most [37], so that the ions cannot, in any case, contribute to more than 0.2% to the observed birefringence. Moreover, as discussed above for the electrons, any contribution from the ions would result in an asymmetric temporal profile.

Finally, ionization can deplete the ground state population to the benefit of excited bound and continuum states. Both processes can result in a large modification of the refractive index [38–40]. Moreover, for intensities close to the inversion of the refractive index, the ionization takes place at the frontier between multiphoton and tunneling ionization regimes. Besides depletion of the ground state, ionization might contribute to the HOKE through the fast-moving electrons recolliding with the atomic or molecular core, as described by the three-step model [41]. The resulting oscillation of the induced dipole responsible for high harmonic generation [42] could lead to large nonlinearities in the Kerr effect. Since we consider a process occurring within an optical cycle, this potential effect can be considered as instantaneous as compared with the time scale of the pulse. Calculations of the dipole induced by a strong laser field could, therefore, contribute to interpret the effect observed in our experiment.

2.2.3. Two-beam coupling. Another artifact that could be raised is the energy exchange between the two crossing laser pulses, known as two-beam coupling [29, 43]. First, we should mention that the signal provided by heterodyne detection used in the high-order Kerr measurement is in principle free from any two-beam coupling contribution. In fact, pure heterodyne detection results from the difference between two data sets recorded in the same conditions, except for opposite phases of a local oscillator [44, 45]. Second, for femtosecond pulses with identical spectra, two-beam coupling requires a frequency chirp and a finite time response of the nonlinear refractive index [46]. The very fast excitation time associated with non-resonant excitation combined with the small residual frequency chirp of our pulses can only lead to a marginal amount of two-beam coupling through the purely electronic Kerr response. Finally, and most importantly, the time profile resulting from two-beam coupling should be asymmetric with respect to the pump-probe delay. This was not observed in our experiment, as previously mentioned (see, e.g., Fig. 7). Consequently, the influence of two-beam coupling on our experimental results can be confidently disregarded.

3. HOKE- AND PLASMA-DRIVEN FILAMENTATION REGIMES

Improving models by considering higher-order of the relevant processes is a quite natural approach in all branches of physics. Higher-order optical non-linearity is well-known, giving rise e.g. to higher harmonics [29] and should therefore be included in the propagation equations, unless it is proven that it induces a neg-

<table>
<thead>
<tr>
<th>Species</th>
<th>( \text{IP}_{\text{neutral}}, \text{eV} )</th>
<th>( \text{IP}_{\text{ion}}, \text{eV} )</th>
<th>( \chi^{(3)}<em>{\text{ion}}/\chi^{(3)}</em>{\text{neutral}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{N}_2 )</td>
<td>15.6</td>
<td>27.12</td>
<td>0.19</td>
</tr>
<tr>
<td>( \text{O}_2 )</td>
<td>12.07</td>
<td>24.14</td>
<td>0.125</td>
</tr>
<tr>
<td>( \text{Ar} )</td>
<td>15.8</td>
<td>27.6</td>
<td>0.185</td>
</tr>
</tbody>
</table>

[Image] Fig. 8. (a) Pulse intensity (grey line) and electron density (black dotted line) calculated in argon along the pulse duration (100 fs) for a peak intensity of 28 TW/cm². (b) Corresponding refractive index produced by a positive Kerr effect (dotted line), an hypothetical negative Kerr effect resulting from accumulated free electrons, (black dashed line), and both contributions (grey solid line). (c) Heterodyned signal resulting from both contributions.
ligible effect in the considered situation. In the context of filamentation, such development was already tried several years ago [12–16], although the significance of those works was limited by the lack of experimental knowledge of the magnitude of these terms.

This magnitude constitutes the key question arising about their role in laser filamentation. Considering the wide range of wavelengths, pulse durations, incident energies and focusings investigated in the last ten years [5–8], we expect that no unique dominant effect can be identified for all conditions. Rather, four regularizing terms exist in the full non-linear Schrödinger equation (NLSE) [10], with relative contributions depending on the experimental conditions. Three of them (defocusing by the HOKE and by the free electrons, as well as diffraction) are spatial, while group-velocity dispersion (GVD) is temporal.

The latter two are independent on intensity. Diffraction cannot be the dominant regularizing factor in filamentation, which it can only occur beyond the self-focusing $P_c$, defined as the power required for the self-focusing to dominate diffraction. Furthermore, due to the limited bandwidths at play and the relatively low dispersion of usual gases in the near infrared, the contribution of GVD is very small in usual filamenting conditions, especially on the short distances of the laboratory. However, for few-cycle pulses centered in the UV, the bandwidth and the dispersion increase, so that GVD may play a substantial role as it does, e.g., in water [47].

In most usual cases, defocusing by plasma and/or the HOKE will therefore be the main regularizing terms. The relative contributions of the HOKE and the plasma-induced refractive index change can be characterized as the ratio of the corresponding terms in the NLSE, at any location $r$ and time $t$ [11]:

$$\xi(r, t) = \left| \sum_{j \geq 2} n_{2j} I_{j}(r, t) \right| \frac{\rho(r, t)}{2n_0 p_{\text{crit}}} .$$  

The overall action of both effects on the whole pulse duration is described by the pulse-integrated value of $\xi r$:

$$\xi(r) = \int \left| \sum_{j \geq 2} n_{2j} I_{j}(r, t) \right| |e(r, t)| dt \frac{\rho(r, t)}{2n_0 p_{\text{crit}}} .$$  

where $e$ is the reduced scalar envelope defined such that $|e|^2 = I$ [11].

Both HOKE and plasma defocusing generate a negative non-linear refractive index. However, they differ by three aspects. First, multiphoton ionization requires 8 photons in O$_2$ and 11 photons in N$_2$ and Ar, so that the corresponding non-linearity is of 8th- or 11th order. In contrast, over the intensity range relevant for filamentation, orders up to 4 (resp. 5) only have to be considered in air (resp. argon), as discussed in Subsection 2.1.3. Secondly, the Kerr effect has a time constant of a few fs at most, shorter than the pulse duration, while the plasma density accumulates over whole duration of the same pulse. Finally, both terms increase in absolute values for higher frequencies, but the Kerr effect shows a relatively slow dispersion over the visible spectral range [48], while the increase of the ionization rates is much faster [6], as illustrated in Fig. 9 in the case of air.

One can therefore expect that the plasma will tend to provide the dominant defocusing contribution on the short-wavelength side, while the HOKE should be favoured on the long-wavelength side. Indeed, we observed this transition in a recent numerical work [11]. As a consequence, one can consider as a general rule that the regularizing process will be defocusing by the free electrons for short wavelengths ($\lambda \leq 300$–$400$ nm) and by the HOKE for longer wavelengths. The discussion should therefore focus on defining the border between “long” and “short” wavelengths, rather than on the existence of the HOKE. Still, the position of this transition depends little on the value of the HOKE indices since the ionization coefficients cover several orders of magnitudes over the spectrum.

Similarly, as a consequence of the different temporal dynamics of the plasma and the HOKE, the pulse duration will strongly impact their respective contribution to defocusing. The longer the pulse, the more efficient the accumulation of plasma, and consequently its relative contribution to defocusing. Indeed, as shown in Fig. 10a, numerical calculations using the model described in [11] and relying on the generalized non-linear Schrödinger equation and ionization rates given by the multi-species generalized Keldysh–Perelomov, Popov, Terent’ev (PPT) formulation [6], the plasma contribution is marginal ($\xi \gg 1$) over most of the duration of a short pulse. It only plays a significant role at the very tail of the pulse, where the intensity has decreased close to zero. Its contribution to the overall
pulse propagation is therefore negligible, as evidenced by a high on-axis value of $\xi_{\text{min}}(r = 0) = 3.3$ for a 30 fs pulse. In contrast, for a longer pulse (250 fs, Fig. 10b), the plasma efficiently accumulates earlier in the pulse and is significant already in its high-intensity region. It therefore contributes significantly ($\xi_{\text{min}}(r = 0) = 0.5$ for a 250 fs pulse) to the propagation of long pulses, resulting in particular in an asymmetric temporal pulse shape. The published values of the HOKE indices suggest that the border between the two regimes lies at a few hundreds of fs at 800 nm. The two regimes are therefore experimentally accessible with the current laser technology, which may explain the contradicting results obtained among the available experimental work. Furthermore, the transition between them is smooth, so that in adequate conditions both processes contribute with similar magnitudes. Again, the discussion should focus on the domains of the long- and short pulse regime rather than on seeking for one single universally dominating mechanism.

The different regimes discussed above can be displayed schematically as a “phase diagram” (Fig. 11). In this graph, the axis have been left blank on purpose to ensure the generality, independently of the measurement of the HOKE terms. From a practical point of view, the transition between the regimes corresponds to the equality of the contributions of plasma and HOKE to defocusing ($\xi = 1$). The historical trend over the last 10 years includes a substantial shortening of the pulses, from 100–200 fs in the late 1990s and early 2000s to ~30 fs nowadays. According to our results, this shortening corresponds to a transition between “long” and “short” pulses, i.e., from plasma-to HOKE-regularized filaments, which might explain why HOKE had been considered marginal up to now.

4. CONCLUSIONS

As a conclusion, we have discussed the details of the recent measurement of the HOKE indices [9] and excluded a range of potential artifacts, confirming the reliability of these experimental data. Furthermore, we have shown that, due to different temporal and spectral dynamics of the plasma- and HOKE-induced defocusing, the former should be dominant for long pulses at short-wavelengths, while the latter will dominate for short pulses at long wavelengths. We therefore suggest that the controversy about the mechanism of filamentation should turn from a qualitative discussion of which effect dominates, to a more quantitative discussion about the domains of relevance of each process.
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We investigate the influence of laser parameters on laser-assisted water condensation in the atmosphere. Pulse energy is the most critical parameter. Nanoparticle generation depends linearly on energy beyond the filamentation threshold. Shorter pulses are more efficient than longer ones with saturation at ~1.5 ps. Multifilamenting beams appear more efficient than strongly focused ones in triggering the condensation and growth of submicronic particles, while polarization has a negligible influence on the process. The data suggest that the initiation of laser-assisted condensation relies on the photodissociation of the air molecules rather than on their photoionization. © 2011 American Institute of Physics. [doi:10.1063/1.3546172]

Self-guided filaments generated by ultrashort laser pulses have recently been proposed as candidates to assist the condensation of water in the atmosphere as an alternative to cloud seeding by dispersing small particles of carbonic ice, AgI, or salts. The mechanism behind laser-assisted condensation most probably relies on photochemically activated processes, implying binary H₂O-HNO₃ nucleation. Indeed, it was recently discovered that O₃, NO, and NO₂ are generated in laser filaments in amounts largely sufficient to produce HNO₃ in the multi-ppm range. Besides unveiling the mechanism of the phenomenon, the influence of the laser parameters is a key question for maximizing it and thus for obtaining macroscopic effects in the atmosphere.

In this work, we investigate in situ a wide range of laser energies (0–165 mJ), pulse durations (240 fs–3.3 ps), polarizations (linear and circular), and beam geometry (strong and loose focusing) and characterize their influence on filament-induced water condensation in the atmosphere. We show that pulse energy, and to a lesser extent pulse duration, strongly affects the particle yield. In contrast, the impact of focusing is moderate, while the polarization of the incident beam has little influence on the particle generation efficiency. The different dependences of laser-induced condensation and ionization suggest that the activation of laser-assisted condensation relies on the photodissociation of the air molecules rather than their photoionization.

Experiments were performed under atmospheric conditions of 8–12 °C and 66%–80% relative humidity on the shore of the Rhône River close to Geneva (46°12’ North, 6°5’ East, and 380 m above sea level). This location was chosen to take benefit of the relatively warm water flow from the Lake of Geneva acting as a heat buffer, resulting in a local humidity enhancement.

Water vapor condensation was initiated by the Teramobile mobile femtosecond-terawatt laser system, providing up to 165 mJ pulses of 240 fs duration at a central wavelength of 800 nm and a repetition rate of 10 Hz. The beam was expanded to a 10 cm diameter and slightly focused by a built-in expanding telescope. After ~15 m of horizontal propagation 1.2 m above ground, the beam generated about 10 filaments in the atmosphere at the nonlinear focus. Alternatively, the beam was strongly focused on the measurement region using a f = 1 m lens.

Energy was attenuated by a half-wave plate associated with a polarizer inserted at the output of the main amplifier ahead of the compressor. The polarization was switched from linear to circular by a quarter-wave plate installed at the compressor exit. Furthermore, the pulse duration was adjusted by varying the distance between the gratings of the laser compressor so as to impose a linear chirp on the laser pulses, as described earlier.

The measurements focused on the most intense filamenting region, which was shielded from external wind by an open protection chamber. The efficiency of the laser in aerosol generation was characterized by measuring the aerosol size distribution and number density with an aerosol spectrometer (Grimm 1.107, Grimm Aerosol Technik GmbH & Co., Germany) sampling at a 2 cm distance from the laser filaments. This device measured the size distribution in 31 classes from 250 nm to 32 μm diameter. It was coupled with a nanoparticle sensor (Grimm Nanocheck 1.320, Grimm Aerosol Technik GmbH & Co., Germany). Alternating measurements in the filament-free atmosphere provided the particle background number density as a reference. Cross-check measurements using a condensation particle counter (TSI Model 3007, TSI Incorporated, Minnesota) allowed us to ensure that this measurement is free from artifacts due, e.g., to the electric charge deposited by the filaments on the particles.

Simultaneously, the measurement of the shock-wave by a sonometric setup described in detail before provided an estimation of the ionization of the air. When relevant, the statistical significance of the difference between experimental conditions was assessed by performing a Stu-
As shown in Fig. 1(a), the generation of nanoparticles (20–300 nm) depends almost linearly on the incident pulse energy, above a threshold of 25 mJ corresponding to the filamentation threshold in our conditions. This linear dependence is evidenced by the agreement ($R^2 = 0.95$) of the linear fit (dashed curve) with the experimental data in spite of their error bars. This agreement is not further improved by considering higher-order polynomials. The energy dependence of the nanoparticles is parallel to that of the free electron release and stems from the linear scaling of the filament of the nanoparticles is parallel to that of the free electrons considering higher-order polynomials. The energy dependence is evidenced by the agreement of the linear dependence providing the risk $\alpha$ that the two results are due to Gaussian sampling fluctuations.12

The laser-assisted generation of nanometric particles on the chirp does not depend on the sign of the chirp but only on the pulse duration. This dependence displays two regimes (Fig. 2). Under up to $\sim 1.5$ ps, it decreases regularly parallel to the electron release. Beyond this pulse duration, the particle generation efficiency stabilizes while the electron generation continues to decrease. Submicronic particles typically exhibit the same variation, although the measurement uncertainty is larger due to lower particle densities in those size classes (Fig. 2(b)). The decoupling between the efficiencies of nanoparticle generation and ionization suggests that the initiation of the laser action relies on photodissociative processes rather than the photoionization of the molecules of the air. These photodissociative processes generate ozone and NO$_2$ from the molecules of the air, subsequently releasing HNO$_3$ in the atmosphere. Only seven photons are required to photodissociate N$_2$, as compared with 11 photons to ionize it into N(2D$_0$)+N(4S$^0$).14,15 Photodissociation, therefore, depends less on the intensity than photoionization, allowing its efficiency to decrease less for longer pulses. Conversely, attachment contributes to decreasing the electron density beyond a few picoseconds. Note that the ionization of the condensed particles contributes negligibly to the total charge.10

In the considered atmospheric conditions, the incident polarization has little influence, if any, on the laser-assisted condensation process (Fig. 3) within the uncertainty of the measurement: The difference between the linear and circular polarization is not statistically significant (within $\alpha \leq 0.025$) for any size class. As a consequence, the ratio of the effect of pulses with both polarizations lies close to unity. This result can be understood by considering that circular polarization yields less filaments,16,17 which are, however, longer and more intense,18 so that the overall efficiency is little affected.

Finally, as displayed in Fig. 4, a loosely focused beam allowing multiple filamentation yields up to 2.5 times more particles of 400 nm than its strongly focused counterpart. The analysis of 12 realizations of the same experiment shows that this difference is statistically significant up to 600 nm but vanishes for larger particles due to the small particle counts. In particular, the apparent larger yield of particles in the 2–3 $\mu$m region may very well be an artifact due to sampling fluctuations.

The higher efficiency of filaments may appear surprising at first sight, considering the high nonlinearity of the processes at play and the fact that the intensity is clamped to...
\[\sim 5 \times 10^{13} \text{ W/cm}^2.\] For example, the focused beam yields three to 20 times more free electrons than its multifilamenting counterpart. However, the \(\sim 10\) filaments in the latter activate a much larger volume than the strongly focused beam does. Besides the filament volume of \(50 \text{ mm}^3\), the active species like HNO\(_3\) generated by the filaments spread around them and activate the surrounding volume. This more spread volume also contains a larger amount of water vapor and is therefore more favorable to the diffusion-limited growth of the particles.

As a conclusion, after investigating laser-induced water vapor nucleation in the real atmosphere under various laser conditions, we observed that both the nucleation of nanoparticles and their growth to submicrometric sizes strongly depend on the incident energy with a linear dependence beyond the threshold of filamentation. Shorter pulses appear to be more efficient in assisting condensation, although the efficiency stabilizes above 1.5 ps. The polarization showed no influence on the efficiency, while the wider volume of a multifilamenting beam appears to be more favorable to the generation of droplets up to 600 nm. The discrepancy between the behaviors of the particle generation and ionization suggest that the first steps of laser-assisted condensation rely more on photodissociation than on photoionization of the air molecules. These results are of key interest to dimension laser systems to optimize laser-assisted condensation.

This work was supported by the Deutsche Forschungsgemeinschaft and the Fonds National Suisse de la Recherche Scientifique (FNS Grant Nos. 200021-125315 and 200021-125315-2).
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We experimentally measured the supercontinuum generation using 3-J, 30-fs laser pulses and measured white-light generation at the level of 1 J. Such high energy is allowed by a strong contribution to the continuum by the photon bath, as compared to the self-guided filaments. This contribution due to the recently observed congestion of the filament number density in the beam profile at very high intensity also results in a wider broadening for positively chirped pulses rather than for negatively chirped ones, similar to broadening in hollow-core fibers.
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I. INTRODUCTION

The propagation of ultrashort laser pulses in air or other transparent media is characterized by filamentation [1–5], a propagation regime where a dynamical balance is established between Kerr self-focusing and defocusing by further nonlinear processes. The plasma generated at the nonlinear focus is generally considered as the main process in that regard, although we recently suggested that the higher-order Kerr effect could play this role [6], in particular for longer wavelengths [7] and/or shorter pulses [8]. Filamentation is now well characterized from the mJ, GW level to the sub-J, TW levels, with potential major atmospheric applications such as lightning triggering and control or laser-induced condensation [9,10].

Recently, we demonstrated that filamentation still occurs at multi-J levels [11], with similar physics as at lower powers. However, at intensities above $1 - 2 \times 10^{11}$ W/cm$^2$, we observed a change in the spatial dynamics of multifilamentation [12]. Below this threshold, the number of filaments is proportional to the incident power $P$, one filament being generated per $5 - 7P_{cr}$ available in the incident pulse [13]. The critical power for filamentation $P_{cr}$, which is close to 3 GW in air at 800 nm, is the minimum incident power required for the self-focusing to balance defraction. In this regime, filaments are typically 100–1000 times more intense than the surrounding photon bath ($5 \times 10^{13}$ W/cm$^2$ [14,15] vs some $10^{10}$ W/cm$^2$) and roughly concentrate 10% of the total beam fluence although covering only a few $10^{-4}$ of the total beam surface [2,3]. As a consequence of such difference in intensity levels, the contribution of filaments to the nonlinear behavior of the beam is so dominant that the contribution of the photon bath can be fully neglected.

In contrast, above $1 - 2 \times 10^{11}$ W/cm$^2$, the filament number is governed by the surface of the beam profile. As a consequence, filaments cover a constant fraction of the beam surface. Since their intensity is still clamped, the fraction of the beam fluence carried by the filaments decreases, the photon bath intensity increases. It can even exceed the TW/cm$^2$ level, reducing the intensity ratio between the filaments and the bath to one order of magnitude [12]. Furthermore, filaments have been observed to be connected by regions of higher intensity within the photon bath. In this regime, a substantial contribution of the photon bath to the nonlinearity can therefore be expected.

In this article, we investigate the spectral broadening along the horizontal propagation of a 3-J, 100-TW laser pulse over 42 m in air. We measure a conversion efficiency of several tens of percentage points, resulting in up to 1 J of white-light continuum. Furthermore, in this high-intensity regime, the effect of the chirp is opposite to the standard behavior in the usual low-intensity filamentation regime, but rather comparable to that observed in hollow-core fibers, where a positive chirp yields more spectral broadening than a negative one [16,17]. Finally, we observe a line at 771 nm, which we interpret as a Rabi-shifted oxygen atomic multiplet OI line.

II. EXPERIMENTAL SETUP

Experiments were performed using the Ti:Sa chirped-pulse amplification (CPA) chain of the Forschungszentrum Dresden-Rossendorf providing up to 3-J, 100-TW pulses of 30 fs duration, at the repetition rate of 10 Hz and central wavelength of 800 nm. The initial spectrum was 60 nm broad (full width at half maximum). The pulse energy was adjusted by using a half-wave plate and a polarizer before the grating compressor. The pulses were transported in a vacuum tube to a 42-m-long experimental hall, where they were launched into air, collimated (i.e., as a parallel beam) with a diameter of $\sim$10 cm, through a 6-mm-thick fused silica window. Detuning the compressor allowed us to impose a chirp onto the pulses. In the following, the chirp values always refer to the exit of the output window.

The pulses underwent multiple filamentation in the high-intensity regime, as described in detail elsewhere [12], that is, with a relatively low filament number as compared with the available power, and a high photon bath intensity. The beam-averaged spectrum was collected on a diffusive screen using a 10-µm core fiber of 25° aperture (full angle), fixed 50 cm away from the screen. It was analyzed by an OceanOptics USB4000 spectrometer providing 0.27-nm resolution over the...
200-to-1100-nm range. Spectral calibration of the spectrometer was checked to be better than 1 nm for two specific wavelengths of HeNe laser at 632.8 nm and frequency-doubled Nd:YAG laser at 532 nm. The spectra were numerically averaged over two to three single-shot acquisitions and corrected by the spectral response of the spectrometer.

We quantitatively characterized the spectral broadening using three independent approaches: (i) the full width at $1/e^2$; (ii) the second moment of the intensity distribution; and (iii) the efficiency of the supercontinuum generation, that is, the ratio of the energy in the continuum ($\lambda < 765$ nm and $\lambda > 845$ nm) to the total incident pulse energy. These three approaches yielded similar results and dependencies, so that in the following we mainly focus on the generation efficiency.

The analysis of the experimental data was supported by numerical simulations of the output spectrum after the pulse propagation. In order to compare the respective contributions of the photon bath and the filaments to the spectral broadening, we independently investigated two regimes. In the first one, we considered a photon bath without filamentation, by performing $1D + 1$ (propagation distance and time) simulations based on the unidirectional pulse propagation equation described in Ref. [18]. In the second regime, we simulated a filamenting beam in a $2D + 1$ (propagation distance, radial distance, and time) propagation model based on the nonlinear Schrödinger equation as detailed in [7].

III. RESULTS AND DISCUSSION

The afore-mentioned limited number of filaments, relative to the incident power of the laser pulses, could have been expected to reduce the white-light generation efficiency. However, we do not observe such reduction. Rather, the white-light generation appears quite as efficient as in previous experiments in the low-intensity regime (300 mJ, 100 fs) using the Teramobile laser [19] (Fig. 1).

In particular, in the present experiment, the exponential decrease on the wings of the spectrum is comparable with that of the spectrum in experiments at lower intensity [19] (130 nm/decade vs 140 nm/decade on the blue side of the spectrum). Still, considering the incident energy in the present work, the comparable conversion efficiency of several tens of percentage points (see Fig. 3) results in an unprecedented supercontinuum energy of up to the joule level.

We also observed that the filament number appears to have very little influence on the white-light conversion efficiency and that positive chirps are more favorable to spectral broadening than negative ones. As shown in Figs. 2 and 3, at a fixed energy or power, the more positive chirps (+100 fs) yield up to twice as much spectral broadening as its negative counterpart. This finding is unexpected since (i) the supercontinuum is generally considered to originate from the filaments, and (ii) negative chirps lead to self-compression due to group-velocity dispersion and are expected to yield a higher peak power and thus to generate more white-light by increasing the temporal variations of the intensity, as well as by favoring the formation of filaments. For example, 100-fs negatively chirped pulses result in almost Fourier-limited pulses after 42 m of propagation. In contrast, positively chirped pulses spread temporally all along their propagation.

![FIG. 1. (Color online) Efficiency of the white-light generation by a 2.53-J, 30-fs, Fourier-limited laser pulse in 10-cm beam diameter after 42 m of propagation, and by the Teramobile laser (300 mJ, 100 fs in 5-cm beam diameter) after the filamenting region ($z \sim 40$ m) [19]. Both spectra are normalized to their total area: (a) linear scale; (b) logarithmic scale.](image1)

![FIG. 2. (Color online) Spectra generated after 42-m propagation of a 2.53-J pulse of 30-fs Fourier-limited (FL) duration and the same pulse both positively and negatively chirped (50- and 100-fs pulse durations). All spectra have the same normalization factor, so that their amplitudes can be compared. (Inset) Blowup of the 760-to-790-nm spectral region, exhibiting a peak at 771.5 nm for Fourier-limited and positively chirped pulses.](image2)
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(b). The continuum is defined as the spectral range out of the 765-to-2.53-J pulse, as a function of incident pulse energy (a) and power energy of the white-light continuum after 42-m propagation of a

by self-phase modulation,

considering the classical expression of the spectral broadening

\[ \frac{\Delta \omega}{\omega_0} = n_2 \frac{L}{z} \frac{I}{c}, \] (1)

where \( \Delta \omega \) is the frequency shift, \( \omega_0 \) is the incident frequency, \( n_2 = 1.1 \times 10^{-19} \text{ cm}^2/\text{W} \) [20] is the nonlinear refractive index of air, \( I \) is the incident intensity, \( z \) is the propagation distance, and \( c \) is the speed of light. After \( z = 42 \text{ m} \), the intensity of the photon bath (\( I \sim 1 \text{ TW/cm}^2 \) [12]) yields \( \Delta \omega/\omega_0 \sim 0.5 \), showing that the self-phase modulation of the photon bath yields sufficient spectral broadening to account for the spectra observed in our experiment. Note that the use of a larger value of \( n_2 \) (e.g., \( 3.2 \times 10^{-19} \text{ cm}^2/\text{W} \) [2]) would result in an even-wider broadening. This contribution can indeed be observed in real-color photographs of the beam on a screen (Fig. 4). It will even be enhanced on the high-intensity regions connecting the filaments.

Since the detection system collects light from the whole beam profile, the recorded spectrum can be considered, to the first order, as the weighted sum of the contributions from the photon bath and from the filaments. The weight of any portion of the beam profile \( S \) is the integral of the fluence over its area. In other words, the respective contributions of the filaments and the photon bath to the observed spectrum are roughly proportional to the total energy they respectively carry.

These observations can, however, be understood by considering the role of the photon bath in the white-light generation. A rough evaluation of this contribution can be obtained by considering the classical expression of the spectral broadening by self-phase modulation,

In our high-intensity regime, comparing the contributions to spectral broadening of 500 filaments of 100-μm diameter and \( 5 \times 10^{13} \text{ W/cm}^2 \) with that of 80 cm\(^2\) of photon bath conveying 1 TW/cm\(^2\) yields an energy ratio of 98%/2% in favor of the photon bath. Furthermore, as discussed earlier, the latter is widely broadened. Therefore, in spite of their locally more efficient broadening, the filaments will provide a minor source of spectral broadening in this configuration.

In contrast, at lower intensity, for example, under the “low-intensity” conditions displayed in Fig. 1, the contribution of 50 filaments has to be compared with a bath typically conveying a few TW. In this case, the filaments bear \( \sim 10\% \) of the total beam power and will therefore contribute substantially to the overall spectrum. Furthermore, in the latter case the photon bath intensity of \( \sim 0.1 \text{ TW/cm}^2 \) only allows a marginal relative spectral broadening within it. As a result, the photon bath contribution to the spectral broadening is marginal, as commonly observed in experiments at lower intensity [19].

Considering that the photon bath is the main source of spectral broadening provides a clear interpretation of our observation that positively chirped pulses efficiently generate white light. In the photon bath, especially over long propagation distances, the main nonlinearity at play is self-phase modulation (SPM), which shifts the leading edge of the pulse to longer wavelengths and the trailing edge to shorter wavelengths. In positively chirped pulses, the leading edge already bears the longer wavelengths, and the shorter wavelengths are on the trailing edge. This time-dependent frequency offset within the pulse is therefore reinforced by SPM. On the other hand, if the pulse is negatively chirped, SPM redshifts its blueshifted leading edge and blueshifts its redshifted trail. A positive chirp is therefore more favorable to the spectral broadening than a negative chirp. Our results show that, under our conditions, this effect overrides the pulse temporal recompression or spreading due to group-velocity dispersion.
This mechanism leading to wider spectral broadening for positive chirps has already been observed in hollow-core fibers [16,17]. Indeed, supercontinuum generation by the photon bath can be expected to be an essentially one-dimensional problem, quite similar to propagation in a fiber. Such regime is also similar to the one observed in the case of two beams crossing each other in glass, where substantial SPM within the photon bath depleted the power available for filament generation and hence reduced the filament number [21].

Chirp therefore provides a convenient way of controlling the width of the supercontinuum generated by high-intensity laser pulses. Such control can be used to maximize the generated bandwidth, as is required, for example, for multispectral Lidar applications [1,4], but also to concentrate the white light over a restricted spectral region around the fundamental wavelength for specific applications [22].

The contrast between the high- and low-intensity regimes is illustrated in Fig. 5, which displays the simulated spectra generated by the photon bath and by a filamenting beam. In the 1D+1 code, representative of the photon bath after 42 m propagation, with 30 mJ/cm², a positive chirp yields more broadening in the 750-to-850-nm spectral region in qualitative agreement with the experimental observations. However, the broader spectrum obtained for FT-limited pulses provides a conversion efficiency (as defined in Fig. 3) of 50%, vs 10% for 100-fs, positively chirped pulses and 5% for 100-fs, negatively chirped pulses, which does not quantitatively reproduce our experimental results. This deviation could be due to the fact that our model treats the photon bath as homogeneous, disregarding the interactions between the filaments, especially the higher-intensity strings along which they are organized [12]. However, adequately considering these structures would require three-dimensional modeling of the full beam, which is well beyond our current computing capabilities.

In contrast, in the 2D+1 simulation of a filamenting beam on a reduced scale compatible with computing capabilities (0.81 mJ, i.e., 9 Pcr at 30 fs, propagation distance 1.5 m), the main effect of the chirp is to affect the well-known shift the central beam wavelength [23]. Furthermore, a negatively chirped pulse broadens the spectrum more efficiently than a positively chirped one. The chirp dependence of our experimental data regarding the spectral broadening therefore supports the preceding conclusion that the photon bath rather than the filaments provides the main contribution to the observed spectral broadening at the TW/cm² intensity level investigated in the present work.

As shown in the inset of Fig. 2, our experimental data exhibit a sharp line at 771.5 nm. This line is clearly visible for Fourier-limited and positively chirped pulses, with up to a few percentage points of the total spectrum energy. It is much weaker for negative chirps. This line may be the oxygen atomic multiplet OI(3p⁵P→3s⁵S) centered at 777.4 nm in the plasma generated in air by the filaments [24,25]. This line would subsequently be Rabi-shifted due to the high intensity, as recently observed by Compton et al. [26]. The influence of the chirp could be understood by considering that the proposed process requires two steps: (i) the formation of excited atomic oxygen and (ii) the stimulation of the emission by the same incident pulse. Since the excitation mainly occurs at the peak of the pulse where the intensity is highest, stimulation would mainly occur on the trail of the pulse. It would therefore be more efficient if the blue side of the spectrum is still significant on this trail, that is, for positively chirped pulses. If this interpretation can be confirmed, the observation of a Rabi shift may suggest that further unexpected effect occurs in the high-intensity multifilamentation regime, although such effects are beyond the scope of the present work.

IV. CONCLUSION

As a conclusion, by investigating the supercontinuum generation from 3-J, 30-fs laser pulses, we have observed the occurrence of a high-intensity filamentation regime where the photon bath, rather than the filaments as in the case of lower intensity, provides most of the spectral broadening. As a consequence, similar to broadening in hollow-core fibers, the widest spectral broadening is observed for positively chirped pulses rather than for negatively chirped ones. The substantial contribution of the photon bath also allows the generation of an unprecedented level of 1 J of supercontinuum.

Field measurements suggest the mechanism of laser-assisted water condensation
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Because of the potential impact on agriculture and other key human activities, efforts have been dedicated to the local control of precipitation. The most common approach consists of dispersing small particles of dry ice, silver iodide, or other salts in the atmosphere. Here we show, using field experiments conducted under various atmospheric conditions, that laser filaments can induce water condensation and fast droplet growth up to several µm in diameter in the atmosphere as soon as the relative humidity exceeds 70%. We propose that this effect relies mainly on photochemical formation of p.p.m.-range concentrations of hygroscopic HNO₃, allowing efficient binary HNO₃–H₂O condensation in the laser filaments. Thermodynamic, as well as kinetic, numerical modelling based on this scenario semiquantitatively reproduces the experimental results, suggesting that particle stabilization by HNO₃ has a substantial role in the laser-induced condensation.
wing to their impact on key human activities like agriculture, strong efforts have been dedicated in the last 70 years to seed clouds by dispersing small particles of dry ice, AgI, or other salts in the atmosphere. However, the efficiency of these techniques is still debated. Recently, self-guided ionized filaments, generated by ultrashort laser pulses, have been proposed as an alternative approach to trigger water condensation.

Laser filaments are self-sustained light structures of typically 100 μm diameter and up to hundreds of meters in length, widely extending the traditional linear diffraction limit. Their formation stems from an intensity-dependent refractive index modification of the propagation medium, known as the Kerr effect, and is due to third-order nonlinear polarization of the medium. It results in self-focusing of the beam, until the intensity rises sufficiently for ionizing the air. The self-generated plasma and/or negative higher order Kerr effect balance the self-focusing, resulting in self-guided propagation. Filaments convey an intensity as high as $5 \times 10^{11}$ W cm$^{-2}$ over long distances, ionizing and photo-oxidizing the air. Both of these effects could be expected to assist water condensation. However, the Thomson process, triggered by charges and typical of the Wilson chamber, is irrelevant to the atmosphere because it requires supersaturation. Furthermore, we recently observed that laser-induced condensation and electron densities have different behaviours as a function of the incident laser power.

Here, on the basis of field experiments performed under various atmospheric conditions, we show that laser filaments can induce water condensation and droplet growth up to several μm in diameter in the atmosphere as soon as the relative humidity (RH) exceeds 70%. We propose that the local photochemical formation of p.p.m.-range concentrations of hygroscopic HNO$_3$ leads to this effect by enabling efficient binary condensation. The most spectacular effect is observed on nanoparticles of ~25 nm diameter. For example, at 75% RH, the nanoparticle density typically increased by $5 \times 10^9$ cm$^{-3}$ (3–6 times the background concentration), while 10 μm particles increased by a few particles per litre (up to 30% of background). Note that these are averaged values over the volume of the protection chamber, that is, after dilution by a factor of 200–400 as compared with the active filament volume (see below). As a result, the size distribution is shifted to the larger sizes (Fig. 1e), evidencing the laser-induced growth of the particles. Furthermore, these particles do not evaporate significantly. For example, 25-nm-diameter particles have been observed to last over at least 20 min, limited by the diffusion out of the measurement chamber (see blue line in Fig. 2c).

Influence of atmospheric conditions. Atmospheric conditions have specific and contrasted influence on the laser-assisted yield of different particle sizes. As illustrated in Figure 3, RH is positively correlated with the generation of particles below 400 nm, and negatively correlated above, whereas the opposite correlations are observed in the case of temperature. Conversely, water vapour volume mixing ratio (VMR) is anticorrelated with particles under 500 nm, positively correlated with particles above 3 μm, and uncorrelated with the generation of particles in the 600 nm–3 μm range.

This contrasted behaviour defines three size ranges. The first one regards nanoparticles (25 nm median diameter, as compared with
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**Influence of atmospheric conditions.** Atmospheric conditions have specific and contrasted influence on the laser-assisted yield of different particle sizes. As illustrated in Figure 3, RH is positively correlated with the generation of particles below 400 nm, and negatively correlated above, whereas the opposite correlations are observed in the case of temperature. Conversely, water vapour volume mixing ratio (VMR) is anticorrelated with particles under 500 nm, positively correlated with particles above 3 μm, and uncorrelated with the generation of particles in the 600 nm–3 μm range.
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**Figure 1** Laser filaments-induced condensation in sub-saturated conditions. (75% RH, 13°C). (a–d) Sampling of air alternatively close to the laser (grey) and in background atmosphere. PM$_x$ denotes particulate matter of aerodynamic diameter $x$ μm or less. On panels c and d, the average values are superimposed over the raw data. (e) Corresponding size distributions. Stars mark sizes for which a Student test yielded a statistical significance of at least $1 - \alpha > 0.99$ for the difference between laser and reference conditions.
Figure 2 | Laser generation of trace gases. (a, b) Laser-induced concentrations of ozone and NO₂ as a function of (a) temperature and (b) relative humidity. (c) Temporal evolution of the concentration of nanoparticles, NO₂ and ozone close to the laser filaments in the protection chamber when the laser is switched off (black arrow). Nanoparticles correspond to the 25–300 nm range, with a measured median diameter close to the lower limit of 25 nm.

Figure 3 | Size-dependence of the influence of atmospheric parameters on laser-induced particles. The graph displays the correlation of temperature, relative humidity, and water mixing ratio in the atmosphere, with the laser-induced increase of particle concentration in each size class. Correlations are calculated over the whole campaign duration, each 4-minutes cycle comparing the particle concentration close to the laser filaments with that in the background (Fig. 1a–d) being considered as an individual data point.

55 nm in the background), the concentration of which is increased by the laser in all conditions encountered during the campaign. Their increase is positively correlated with both relative and absolute humidity (Fig. 4a), and negatively correlated with temperature (Fig. 4b). Particles in the 230–400 nm range feature a second regime. The effects of the laser on their concentration decreases with increasing absolute humidity (Fig. 4f) and temperature (Fig. 4d). Conversely, it is negligible below 50% RH, and increases when RH rises up to 100% (Fig. 4e). The dependences vanish for diameters close to 500 nm (Fig. 4g,h,i), and reverse above, defining the third regime (Fig. 4j,k,l)). Note, however, that the increase of micrometer-sized particles rises again when approaching 100% RH.

Trace gas measurements. Typical O₃ and NO₂ concentrations were, respectively, 200 p.p.b. and 25 p.p.b. in the open chamber, when the laser was operating, independent of the temperature and humidity (Fig. 2a,b). Considering the diffusion of the gases in the chamber and through its openings, the dilution factor between the filament volume and the chamber amounts to 200–400. The measured concentrations are therefore in line with laboratory results¹, as expected resulting in a HNO₃ concentration in the p.p.m. range or above inside the filaments. Figure 2c displays the decay time of these gases, as well as of nanoparticles, after the laser is switched off. The comparable time constant for gases and particles suggests that the decay is mostly governed by dilution through the chamber aperture and owing to the airflow induced by the air sampling of the aerosol and gas sensors. The ozone concentration decreases to its background level in 10 min, faster than the nanoparticles (20 min) while NO₂ exhibits a retarded effect typical of a secondary product generated by the oxidation of NO by ozone, which also speeds up the decay of the latter. The same behaviour was observed reproducibly over more than 30 experimental realizations.

NO₂⁻ contents in laser-induced particles. As displayed in Figure 5, ionic chromatography of laser-induced particles impacted on filters reveals high concentrations of HNO₃ detected as dissolved NO₂⁻ ions, regardless of the particle size. This concentration is one to two orders of magnitude above that of SO₄²⁻ ions in the same particles. Smaller amounts of NO₂⁻ ions are also detected.

Discussion

The three different regimes observed for nanoparticles, sub-micronic, and micrometric particles suggest the following condensation mechanism. The laser initiates particle nucleation or activates pre-existing nanometer-sized particles. This nucleation from the gas phase may occur via multicomponent nucleation of sulphuric acid²⁰–²³, although it is beyond the scope of the present work in which no data is available on particles smaller than 25 nm. It results in the accumulation of ~25 nm particles inside the filaments. Such particles can grow, if the RH is sufficient to ensure their stability. Once they reach ~500 nm, their subsequent evolution is expectedly limited by diffusion of water molecules, which may explain why the growth of these particles requires high VMR, hence higher temperature, as illustrated by the correlation of both these parameters with bigger particles. On the other hand, the depletion of the humidity by the water uptake results in the negative correlation between RH and these micrometric particles.

This scenario requires a highly efficient stabilizing mechanism to prevent the particles from re-evaporating well below 100% RH. This mechanism may be provided by the strong impact of the laser filaments on the local chemical composition of the atmosphere.
In particular, the estimated HNO₃ concentration inside laser filaments is typically 1,000 times the p.p.b. levels at which the highly hygroscopic HNO₃ is known to stabilize water droplets in the atmosphere slightly below 100% RH (ref. 20). We can therefore expect efficient stabilization at much lower RH through binary HNO₃–H₂O condensation.

The dilution factor of 200–400 between the filament active volume (~10 filaments of 100μm typical diameter) and the protection chamber leads us to estimate that ~2×10⁹ cm⁻³ nanoparticles, and some 10⁷ cm⁻³ microparticles are generated in the filaments by each laser shot. Notice that up to 10⁸ ozone molecules (8×10⁻¹¹ g) and 2.5×10⁸ NO₂ molecules (2×10⁻¹¹ g) are available for each nanoparticle. Consequently, even larger particle sizes (several micrometers) could be stabilized by the resulting HNO₃. These concentrations are therefore compatible with a pathway based on the binary condensation of HNO₃–H₂O particles.

We performed numerical simulations to evaluate to what extent this binary HNO₃–H₂O condensation model can explain the experimental data. Figure 6a displays the resulting Köhler plot, that is, the equilibrium RH over the ternary HNO₃–H₂O–NH₃NO₂ droplet surface, as a function of its diameter, in conditions representative of those encountered within the laser filaments. Water-vapour uptake dominates evaporation, if the RH is higher than its equilibrium value, that is, for conditions above the curve. This value decreases down to 75% RH for a HNO₃ concentration of 4 p.p.m., allowing droplets from several tens of nm to a few μm to grow at RH well below 100% and to shift towards the right of the plot until they reach an ascending branch of the Köhler curve at several μm, consistent with the experimental data. This effect persists over the whole range of temperatures encountered in the experiment, although its effectiveness significantly decreases at rising temperatures. In particular, a higher humidity is required to stabilize the particles in warmer
air. We checked that the condensation germs had no impact on the Köhler plots of particles above 80 nm, where the salt core is largely diluted (compare dotted and solid lines on Fig. 6a), so that our results can be expected to be also representative of situations with other nucleation germs implying for example, electric charges or sulphur compounds.

A 15 nm salt core stabilizes the smaller particles, as shown by the positive slope of the Köhler curves for diameters below 40 nm (see solid curves on Fig. 6a). This positive slope, which arrests the growth of the particles, constitutes a growth barrier if the RH is below the local maximum of the Köhler curve, and could therefore explain the median diameter of 25 nm observed by the nanoparticle counter, irrespective of the RH. Because RH influences the height of the Köhler maximum, and therefore the droplet capability to step over it, the Köhler plots provide a reasonable interpretation of the positive correlation between RH and the generation of particles of several hundreds of nm (Fig. 4e), as well as the rise of the generation of micrometre-sized particles at RH close to 100% (Fig. 4k).

Similar results are obtained over the whole range of temperatures encountered during our campaign (2–36°C). The calculated effect of the laser decreases with increasing temperature, in agreement with the negative correlation observed in the experiments between the concentration of HNO₃ and temperature (Fig. 4a). The final droplet size is limited by both the amount of HNO₃ made available by the laser filaments and the water vapour VMR. Water vapour depletion occurs when the droplets exceed a few μm in diameter. This depletion is more pronounced for lower temperatures, which correspond to lower water vapour concentration for a given RH, and explains positive correlation between the concentration of larger droplets and absolute humidity (Fig. 4i) and temperature (Fig. 4j).

The laser-generated HNO₃ does not only allow the droplets to grow at a moderate relative humidity, but also drastically speeds their growth. We reproduced this acceleration in Kulmala’s model in which we released the assumption of near-saturation ambient vapour pressures owing to the multi-p.p.m. HNO₃ concentration in the gas phase. As displayed on Figure 6b, in conditions representative of our experiments, the droplets typically reach a micrometre-sized diameter within ~1 s or less. Similar results have been obtained over the ranges of temperature, RH and HNO₃ concentrations representative of our experimental conditions. This fast growth is consistent with the observation of an almost instantaneous effect (on the second-scale) of the laser in the present experiments, as well as in former laboratory results. In adequate conditions (see, for example, the green curve in Figure 6b), the model even predicts a diameter increase by up to 20% within 1 ms.

However, such growth is not sufficient to explain the previously observed increase of Lidar (light detection and ranging) backscattering signal only 1 ms after the filaments were shot. This discrepancy illustrates the limitations of our model at the very short time scales, when the ionized and excited species within the laser-generated plasma, as well as local transient temperature jumps induced by the laser strongly modify the atmospheric chemistry. Furthermore, we disregard the nucleation of new particles as well as contributions of H₂SO₄ formed by photo-oxidation of the atmospheric SO₂ (refs 20–23), of the charges released by the filaments, of mineral or organic condensation nuclei, which may be activated and made hygroscopic by the high laser-generated ozone concentrations, or of other yet to be identified mechanisms. Furthermore, the information provided by the backscattering coefficient is integrated over the whole size distribution, including nanometric condensation nuclei, the formation of which is not considered in this work. Consequently, the outcome of our model cannot be directly compared with our previous size-unresolved Lidar results.

As a conclusion, investigations and modelling of laser-induced water vapour condensation, under various atmospheric conditions, show that laser filaments drastically increase the number density of 25 nm particles and their growth, within a few seconds, up to stable micrometric particles, even at RH as low as 70%. These nanoparticles grow in particular by condensing water vapour and HNO₃ from the atmosphere strongly modified by the laser. They form stable micrometer-sized particles that persist over at least 20 min, demonstrating that the condensation is not transient during the laser pulse, but rather a process allowing the particle growth to stable micrometer-sized droplets. Numerical modelling based on binary HNO₃–H₂O condensation semi-quantitatively reproduces the experimental results, although it neglects any contribution of sulphuric acid, the laser-released charges, or the activation pre-existing condensation nuclei. The simulations predict fast particle growth, their stability at low RH, and the influence of the atmospheric conditions, which confirms the substantial contribution of binary HNO₃–H₂O condensation in the laser filaments. Although further work is needed to characterize the nucleation of new particles, these results provide a semi-quantitative interpretation to the laser-induced condensation and define favourable atmospheric conditions for laser-assisted condensation and provide a theoretical understanding for this phenomenon. As a consequence, they open the way to applications in the real atmosphere, from remote sounding of the atmosphere to laser-based rainmaking or rain prevention.

Methods
Experimental conditions. Experiments were performed in 28 runs, for a total of 133 hours of records from fall 2009 to spring 2010 on the bank of the Rhône River
close to Geneva (46°12’ North, 6°5’ East, 380 m above sea level). This location was chosen to get the benefit from the relatively warm water flow from the Lake of Geneva acting as a heat buffer, locally increasing the RH. As detailed in Figure 7, data were acquired in a wide variety of atmospheric conditions: RH from 35 to 100%, temperature between 2 and 36 °C. Furthermore, experiments at all times of the day and the night ensured that both phases of increase and decrease of temperature and RH have been recorded.

**Experimental setup.** The experimental setup is depicted schematically in Figure 8. Water condensation was initiated by the Teramobile mobile femtosecond-Terawatt laser system. The laser was operated continuously and provided up to 200 pulses of 240 fs unchirped duration at a central wavelength of 800 nm and a repetition rate of 10 Hz. The beam was expanded to 10 cm diameter and slightly focused (f=20 cm) by a built-in expanding telescope. At the nonlinear focus, that is, after ~15 m of horizontal propagation 1.2 m above ground, the beam generated some 10 filaments in the atmosphere. Filamentation spanned over typically 15–20 m, as inferred from both visual observation on a screen and the emission of a shockwave recorded by a microphone. The region around the filament onset was shielded from wind by an open protection chamber (32 cm × 36 cm × 56 cm; surface-to-volume ratio 0.15 cm⁻¹) where the atmosphere was analysed. This open chamber was internally coated with aluminium, and featured two circular apertures of 6 cm diameter to let the laser through.

**Characterization of aerosol particles.** After allowing typically 5 min (that is, 3,000 shots) to stabilize the aerosol and trace gas concentrations, the aerosols were sampled inside the chamber, at 2 cm distance from the filaments. Their size distribution and density were characterized using an aerosol size spectrometer (Grimm 1.107) coupled with a nanoparticle sensor (Grimm Nanocheck 1.320). The former measured the size distribution in 31 classes from 250 nm up to 32 µm based on the angular pattern of light scattering, and the latter counted and evaluated the count median diameter of nanoparticles between 25 and 300 nm by measuring the nanocore induced by the flow of particles after they are electrically charged in a corona discharge. Reference conditions were recorded alternatively with the laser conditions.

The measurements were double-checked by intercomparing the results with other aerosol detectors. These include a second nanoparticle detector (Grimm Nanocheck 1.108), a second aerosol spectrometer (Grimm 1.107), as well as elastic optical scattering of a 1 mW continuous-wave frequency-doubled YAG laser at 532 nm. We also checked that consistent results were obtained using a condensation particle counter (TSI Model 3007), which is insensitive to the particle charge, showing that the measurement of the nanoparticles is not affected by the charges deposited on them by the filaments. The statistical significance of the difference between experimental conditions was assessed by performing a Student test to calculate the risk α that the two results be due to Gaussian sampling fluctuations.

To ensure that the observed generation of nanoparticles is not an artefact due to the protection chamber, we performed complementary measurements without it, alternatively switching the laser on and off and sampling the aerosols at the same position. Although in this configuration we were restricted to a qualitative analysis of the data due to the perturbation by the wind airflow across the filaments, the results were consistent with the main records. We also checked that the chamber did not significantly affect the temperature and RH by performing simultaneous measurements inside and outside.

We verified that the measured effect of the laser on the particle concentration is not correlated with the background particle concentrations, excluding a substantial contribution of artefacts related to the laser-induced fragmentation of pre-existing particles. The correlation between two series of values, x and y, is defined, as usual, as \( r_x,σ_x,σ_y \), where \( σ_x \) and \( σ_y \) denote the standard deviation of the series x and y, respectively, and \( ρ_x,y \) denotes their covariance. Substantial influence of background organic compounds was also ruled out by checking that car or ship engines running in the vicinity of our setup had minimal influence on our results; however, for safety, we disregarded the corresponding data in the analysis of our results.

**Chemical analysis of aerosol particles.** We characterized the chemical composition of the aerosols produced in the laser filaments by aspirating them at a flow of 1.2 l min⁻¹ during 2 h of continuous laser operation and impacting them on polyethylene membrane filters (Nuclepore Track-Etch) with 1, 3, 5, or 15 µm pore sizes. Reference samples were collected without laser. Soluble particles were then dissolved by immersing the filters for 15 h in HPLC-grade water, including 15 min in an ultrasonic bath. The anions dissolved in the resulting solutions were analysed by an ionic chromatograph (ICS 3000).

**Trace gas measurements.** The influence of the atmospheric conditions on the generation of the precursors of HNO₃, namely NO, NO₂, and ozone, was investigated by recording the gas concentrations in the protection chamber around the filament. Standard analysers monitored the concentration of \( O_3 \), UV Photometric Analyser Model 49, Thermo Environmental Instruments, featuring a reaction time of 20 s) as well as NO, NO₂ (Chemiluminescent nitrogen oxide analyser AC 31 M, Environment S.A., 15 s reaction time) in the vicinity of the filaments.

**Modelling of particle stability.** We modelled the droplet stability within the size range accessible to our experimental system, that is, above 25 nm in diameter, leaving the initial particle nucleation beyond the scope of the present work. We adapted the extended Köhler theory to handle the multi-p.m. concentrations of HNO₃ generated by laser filaments as well as the full experimental range of RH. The Köhler theory describes the equilibria between evaporation and condensation of both water vapour and HNO₃. It explicitly takes into account the Kelvin effect, which substantially shifts the equilibrium between evaporation and condensation because of the curvature-dependent surface energy. We neglected charge effects as well as species left in excited states in the plasma, and considered the condensational growth of a monodisperse cloud of spherical binary H₂O–HNO₃ droplets. Within this framework, the composition- and curvature-dependent partial pressures at equilibrium are expressed as:

\[
p_{\text{sat},(T,m_I)} = \rho_{\text{sat}}(T,m_I) \exp \left( \frac{\sigma(T,m_I)}{k T \rho_p(T,m_I)} \right)
\]

where \( k \) is Boltzmann’s constant, \( T \) denotes the temperature, and \( p_\text{sat} \) is the partial vapour pressure of species \( i \) (that is, H₂O or HNO₃). The partial molecular volumes \( \nu_i \), the saturation partial vapour pressures \( p_{\text{sat}} \), and the partial densities \( \rho_p \) are averaged over a flat solution with the same composition as the droplet, the droplet density \( p \) and diameter \( D_p \), and the surface tension \( \sigma \) are calculated from the temperature \( T \), and the partial masses \( m_i \) of the considered species in the liquid phase by using the thermodynamic E-AIM ‘model II’ (http://wwwaim.env.uea.ac.uk/aim/aim.php)\(^{13} \). For given salt core and water masses, we determined the equilibrium partition of HNO₃ between the gas and liquid phases, in a closed system (that is for a fixed number of HNO₃ and H₂O molecules determined in the initial conditions). Equation (1) was then used to determine the equilibrium water vapour pressure over the corresponding droplet, defining the corresponding point in the Köhler plot.

**Kinetic modelling of particle growth.** The kinetic modelling of the droplet growth relies on the implementation of the full Kulmala model, in which we suppressed the assumption of near-saturation ambient vapour pressures owing to the low RH to handle, together with high HNO₃ concentrations in the gas phase. Mass and heat transfers between a given spherical droplet and the atmosphere are described by the classical transition regime equations, including corrections for molecular...
diffusivities and thermal conductivity. These corrections extend the applicability of the droplet size approximation of the thermal molecular mean free path.

\[
\frac{\Delta m}{\Delta t} = \frac{2\pi D(T) \Delta M_{p}(T, m_{i})}{R} f(Kn, \alpha_{m})
\]

where Kn is the Knudsen number \(\alpha\) (that is, the ratio of the molecular mean free path to the droplet radius). The mass and thermal accommodation coefficients \(\alpha_{m}\) and \(\alpha_{T}\) describe non-uniform sticking probability of molecules of species \(m\) impinging on the particle surface, and imperfect thermal coupling due to gas kinetic effects, respectively. We set them to unity, following the recommendation of Laaksonen et al. in the context of growth rate modelling. The specific heat capacity \(c_{m}\) of the liquid phase is approximated by that of pure water, whereas the thermal conductivity of the atmosphere is approximated as that of pure air. The effective latent heats of evaporation \(q_{e}\), depend on the particle composition due to the exothermic dissolution of gaseous HNO\(_3\). They are obtained from the equilibrium vapour pressures calculated with the F-AIM model, using the Clausius–Clapeyron equation:

\[
q_{e}(T, m_{i}) = \frac{RT^{2}}{\Delta H_{vap}(T, m_{i})} \frac{\Delta S_{m}(T, m_{i})}{M_{i}}
\]

Using this expression neglects the distortion of the saturation vapour pressures due to the Kelvin effect, which however causes a relative change of the latent heats remaining below \(-1\) even for droplet diameters as small as 10 nm (ref. 35). Finally, owing to the low total condensed mass per air volume (typically 0.1% for a droplet density of 1.000 cm\(^{-3}\) and 1 \(\mu\)m diameter), we neglect the impact of the latent heats of condensation and evaporation on the temperature of the reservoir.
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